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"All we have to decide is what to do with the time that is given us."

J.R.R. Tolkien
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Chapter 1

Introduction

The purpose of this dissertation is a pricing proposal for an annual cyber

policy for small to medium-sized enterprises. As will be explained later,

in Europe, and more specifically in Italy, this type of policy is still little

known and widespread, but the risks covered by the policy are many and

are increasing year by year. Being a relatively recently distributed and sold

policy, there are still few papers in the literature that deal with pricing it.

The two main approaches are pricing from a "macro" point of view, using

for example the collective risk model, which is widely used for other lines

of business, or from a "micro" point of view, which will be the methodology

developed in the following.

The micro point of view means investigating the interactions between

device/servers during the contractual term, trying to reconstruct and sim-

ulate possible infections and damages in order to obtain a premium. To

do this, an epidemiological model will be introduced and used to have a

criterion for infections within the company in question. The model used

in the literature is known as heterogeneous generalised susceptible-infectious-

susceptible (HG-SIS) and is a generalisation of the SIS and ε−SIS model. In

this way, given a time instant, a computer can either be infected or suscep-

tible to infection. In the second case, if it is infected, the computer changes

state, suffers a certain loss (amount of interest from an actuarial point of

view) and needs a certain period of time to recover and restore full opera-

tion.

1



Chapter 1. Introduction

The peculiarity of this epidemiological model is that a device can be

susceptible to either internal attacks (i.e. from other devices within the

company) or external attacks (i.e. a phishing attack). A simulative approach

was therefore used using R software, both to generate the network of de-

vices being priced and for the epidemiological model.

The dissertation is organised as follows:

• Chapter 2 provides a comprehensive definition of Cyber Risk that un-

derlies the needs of the cyber insurance market. The need for cyber

insurance from an economic and social perspective is then justified.

Subsequently, an overview of Italy is given from the point of view of

the most commonly used attacks against companies and critical in-

frastructures and the most widespread policies. Subsequently, cyber

risk is presented from the perspective of Solvency II, thus from the

point of view of both non-life underwriting risk and operational risk.

Finally, the chapter concludes by explaining silent cyber covers and

then describing the limitations that already exist in the market, con-

cerning cyber risk, without sales of ad-hoc policies.

• Chapter 3 consists of a proposal for a one-year contract. It then lays

the mathematical and methodological foundations for pricing. Ac-

cordingly, it provides a brief introduction to graph theory and de-

scribes how to schematise the structure and interconnections within

a company. It then describes a function to generate a network (e.g.

using the Erdos-Renyi algorithm) with desired characteristics. All

statistical distributions are then presented with their characteristics

required for the implementation of the infection dynamics of the epi-

demiological model.

Loss cost functions and recovery cost functions are then illustrated

to capture the economic losses resulting from the infection and re-

covery of nodes (once infected). Finally, the simulation algorithm is

presented (via pseudocode).

• Chapter 4 presents two case studies, illustrating the network topol-

ogy and the results obtained through the simulation algorithm.

2



• Conclusions: a summary is made of the results obtained with the pre-

sented approach and possible future developments and limitations

are presented.
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Chapter 2

Cyber Risk & Cyber Insurance

2.1 A comprehensive definition of Cyber Risk

In this section, an attempt will be made to give a comprehensive definition

of cyber risk. Over the years, numerous definitions of cyber risk have been

given, as the problem and the topic in general are addressed by a multi-

plicity of sources and actors. The issue of cyber risk can be addressed by

computer science, behavioural sciences, institutional investors, financial

and insurance entities, research organisations and each of them tends to

analyse one side of the argument.

As can be seen in the Figure 2.1, the number of results on Scopus1 contain-

ing the keyword "cyber risk" has been increasing over the years and almost

every one of these results has a slightly different definition of cyber risk.

In [25], the author considered the literature in recent years from various

sources and analysed all the definitions provided.

Examples of definitions are the one provided by [13] which defines cy-

ber risk as "a combination of the probability of an event in the field of

network information systems and the effects of this event on assets and

reputation of an organisation". In [4] cyber risk is defined "as a breach

of integrity and failure of information & communication technology sys-

tems (ICT)". To select and identify the right definition of cyber risk, it

is necessary to incorporate numerous definitions found in the literature

1https://www.scopus.com/
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Chapter 2. Cyber Risk & Cyber Insurance

Figure 2.1: Number of results on Scopus searching "cyber risk".

and identify the commonalities between them. According to [25], there are

in fact one-dimensional, two-dimensional or comprehensive definitions. In a

one-dimensional definition, only one aspect is taken into account. One can

focus on the sources of cyber risk rather than on the objects of cyber risk

or the impact of cyber risk. In two-dimensional definitions, on the other

hand, the interactions of the three previous elements are considered. Com-

prehensive definitions can also be found in the literature, but they are very

rare.

The aspects taken into consideration are thus the sources of cyber risk, cy-

ber risk objects and the impact of cyber risk. The reasons are quickly stated.

Correctly speaking of sources helps to generalise the possible dangers of

cyber risk. Today, in fact, there is a tendency to speak of cyber-space and not

only of "internet" as the source of cyber risk. Speaking instead of the objects

of cyber risk, they can be of the most varied nature. They can be physical or

non-physical. Examples of objects are telecommunications equipment, ma-

chines, servers, computers, Internet sites, cars, mobile phones etc. In the

era of the internet of things, the potential objects targeted by cyber threats

are a multitude. This is why one must be sufficiently general when speak-

ing of cyber threats. The impact of cyber risk can be disruptive. There can

be an impact on a company’s functions, image or reputation. There can be

6



an impact on the resources or privacy of the company’s workers and cus-

tomers. Only by thoroughly investigating all possible aspects of this risk is

it possible to implement all defence mechanisms and actions.

The comprehensive definition provided by the author in [25] is the fol-

lowing.

Definition 2.1.1 (Cyber risk). It is an operational risk associated with per-

formance of activities in the cyberspace, threatening information assets,

ICT resources and technological assets, which may cause material damage

to tangible and intangible assets of an organisation, business interruption

or reputational harm. The term ’cyber risk’ also includes physical threats

to the ICT resources within organisation.

The first thing that must be emphasised is that it is defined as an op-

erational risk. This is very important because it is possible for this risk to

be analysed and addressed by the companies in a quite common frame-

work. Furthermore, it is possible to extend the studies already done over

the years on operational risk to cyber risk as well. Consider, for example,

the scarcity of databases on cyber risk. Subsequently, proven operational

risk modelling methods for the purpose of cyber risk could also potentially

be applied. Furthermore, it should also be noted that the definition pro-

vided above incorporates all three important aspects: source of cyber risk,

object and impact of cyber risk.

As the concept cyber risk is multifaceted, a definition, even a compre-

hensive one, is not sufficient to avoid ambiguity. In the IT literature, there

is a constant focus, for instance, on the use of ontologies. To describe them

briefly, one can speak of being like a sort of "glossary" in which an attempt

is made to define, with increasing specificity and precision, each term that

makes up a definition. The contents of a definition then relate to each other

and this set of concepts and relations provides a meta-model. In [25], the

author has provided a meta-model for cyber risk and will be mentioned be-

low. First, it is useful to describe the scheme of the meta-model. As can be

seen from the Image 2.2 a possible threat, originates from four main param-

eters. These are the sources, the motives, the actor and the location. More

formally, a threat can be defined as a potential cause of a cyber incident that

7



Chapter 2. Cyber Risk & Cyber Insurance

Figure 2.2: An example of an ontological metamodel for cyber risk.

could result in a loss for the company or entity in question [14]. Speaking

instead of the source of the threat, it may originate from within or outside

the organisation and is closely interconnected with the perpetrator/author.

The main distinction for the author of the threat is whether it is a human

entity or a natural event. Although they are much rarer, it may happen that

a cyber incident is linked to a natural incident such as a flood or a fire of

a non-intentional nature. More commonly, the perpetrator of the incident

may be an employee of the organisation, a customer or a former employee.

Then there can be threats from organised crime or even from states acting

through hackers and agencies that specialise in cyber attacks. According

to [14], this can also include computer-assisted fraud, espionage, sabotage

and vandalism. The important aspect to emphasise is that, given a threat, if

there is any weakness or flaw in the company’s assets, it can translate into

a vulnerability. Vulnerabilities, however, in the vast majority of cases, do

not result in an incident and consequently a loss for the company. There

are many potential vulnerabilities that are not exploited by malicious at-

tackers. As can be seen in the scheme, the combination of the probability

of an incident and its negative impact (loss) form the cyber risk.

Once there is awareness of the presence of vulnerabilities and threats,

the organisation comes into play, which, thanks to a process of analysis

and study, elaborates a mission, a strategy and finalises objectives and poli-

cies to manage them. Given the complexity of a company’s organisational

structures, the number of agents involved on a daily basis, and given the
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complexity and difficulty of the processes that involve the daily routine of

an entity, it is impossible to solve and "zero in on" the risk. A trivial rea-

son for this is that new threats continually arise and, consequently, new

possible vulnerabilities become known every day and the time to react is

not immediate. In addition, there is always a budget constraint that often

prevents one from being able to allocate as many resources as one would

like. It is also true that the degree of awareness of companies with regard

to cyber risk is still very, very low and many things can be done to mitigate

this risk, e.g. a customised cyber insurance policy.

2.2 The need for cyber insurance policies

The previous section discussed the possible actions an entity can take to

mitigate cyber risk, which, as mentioned earlier, can have a disrupting im-

pact. One of these actions is a cyber insurance policy. This section will

present cyber policies in general and what their limitations and possible

developments are. It will also outline possible actions needed on the part

of the legislator to improve the environment within which cyber policies

(and its actors) fit.

Although there are many types of cyber policies, the market is very con-

centrated. Some sources such as [17] and [22] report that as much as 90 %

of all premiums for cyber policies come from the US and the remaining

10% of premiums are split between Europe and Asia. In itself, this data is

already very interesting because it shows how even in developed countries

and with a fairly mature insurance market, there is still an underestimation

of cyber knowledge and much less policy underwriting activity. Then there

are entire countries totally lacking in adequate cyber coverage which, from

a global supply chain perspective, can have effects that affect upstream

companies.

It is also possible to analyse where these insurance premiums come from.

The most recent data from the US says that about half of all companies

have some form of cyber policy and that this percentage is increasing. The

percentages of the reports that can be consulted vary from report to report.

Unfortunately in this type of publication there is often a large selection bias
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Chapter 2. Cyber Risk & Cyber Insurance

and consequently very different samples from each other. But what can al-

ways be appreciated is the trend. It is immediately noticeable that alongside

the growing academic interest in the topic of cyber risk and cyber insurance

(see Figure 2.1), there is also a growing interest from the perspective of the

insurance business.

Usually when people talk about cyber policies they refer to large com-

panies that have the knowledge and means to be able to buy adequate ones.

Instead, the greatest impact according to many authors (e.g. [17]) would

be on small and medium-sized companies (hereafter referred to as SMEs).

This is because in countries (such as Italy) they are the vast majority of com-

panies and because, despite the efforts of governments and policy makers,

there has not yet been sufficient awareness of this segment of companies.

There is also a false belief that SMEs are less affected than large com-

panies. This claim, however, has been significantly refuted by reports such

as Verizon’s [27]. For example, referring to data breaches alone, the report

shows that out of 5212 breaches that occurred in 2022 alone, as many as

715 (13.7%) occurred in small companies. It is good to remember that it

is extremely difficult to be able to trace the data breach back to the type

of company. Referring then to "known" breaches, this percentage jumps to

73%. In support of this claim, the insurance broker SATEC2 also reported

that, in the Italian market alone, an estimated 43.7% of companies with

fewer than 50 employees in Italy have reported at least one cyber attack,

and the percentage is rising.

The reasons why there is little interest from SMEs are many and the

following aspects do not claim to be exhaustive. First of all, in order to

even take an interest in a cyber policy, there needs to be an insurance cul-

ture and product knowledge. It is therefore more likely that these types

of policies are more prevalent in countries with a developed and mature

insurance sector than in developing countries or where the insurance sec-

tor is immature and not ready. Once the interest in the cyber policy has

been shown, the entity immediately encounters a process that is far from

simple. On the one hand, there is the insurance company’s need to have

2https://www.satecunderwriting.eu/en/
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as much information as possible in order to catalogue/cluster the potential

customer and to be able to make a good pricing. On the other hand, there is

the desire of underwriters to have a streamlined process that does not dis-

courage policyholders. It is important to keep in mind that it is normal for

large companies to be required by insurers to go through an audit process

aimed at clearing up any doubts about the company and to put in place

whatever is necessary to avoid the claim e.g. updating systems, changing

something in their organisation etc. These audits are simply too expensive

for SMEs and it is common insurance practice not to request any specific

data for smaller entities, otherwise the insurance premium would go up so

much in price that it would discourage any smaller policyholder.

Furthermore, insurance policies are also very complex contracts, and

there is no common standard on the terms to be included. They are also

full of clauses and exclusions, making them difficult to compare and it is

difficult for a potential policyholder to tell whether it is a good policy or

not (e.g. considering deductibles). On the insurers’ side, there is a desire

to be able to have all the legal tools they need to protect themselves in

court or in a litigation. The problem with all these exclusions is that, if the

perception increases on the policyholder side that insurers will always find

an excuse for not having their claim indemnified, it is likely that there will

be adverse selection in the portfolio and only bad quality policyholders will

remain within it.

Another reason why SMEs (and in general entities that are not inclined

to innovate) do not show much interest in cyber policies is that there is

a widespread belief that because their day-to-day activities are not very

computerised, then they so there is no reason to worry too much about

cyber risk. This belief is wrong. Consider, for example, a small business

that handles payments or health data and has to deal with POS. These tools,

like any electronic tool, have a software and hardware component and can

exhibit vulnerabilities that can be exploited and cause harm if sensitive

customer data is revealed. In addition, one can be a victim of phishing by

also only managing vendor relationships and dealing with an email client.

Until a few years ago it was also thought that sectors such as manufac-

turing, for example, were less prone to cyber attacks, but data are increas-
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ingly disproving this claim. The reasons for this are many. For one thing,

business processes are becoming increasingly computerised. Consider also

the contribution made by Covid in recent years to migrate to a growing

share of smart working workers. This shift has taken place very hastily and

without often taking into account the risks involved. In addition, financial,

insurance and all entities that do more "office" work were already prepared

and quite ready for a massive migration to smart working. Realities such

as manufacturing, on the other hand, lagged behind and found themselves

unprepared from the perspective of governance, risk management and IT

infrastructure. Referring to specific events, the Carraro Group, a leading

Italian company in the agricultural machinery manufacturing sector, was

forced to apply for layoffs (redundancy funds) for about 700 workers in

2020. The reason was quickly stated: due to a cyber attack, both produc-

tion and administrative facilities had been paralysed, making it impossible

for a large part of the workers to carry out normal work activities.

So how can companies be enticed toward cyber coverage and greater

resilience? Approaches can come from the insurance business side or from

the government and legislator side, and it is essential that these two ap-

proaches communicate and know how to create synergies. The first ap-

proach will be briefly discussed below, while the second approach will be

explored more in the next section. From a business perspective, the main

effort is to target possible cyber insurance products to two broad categories

of policyholders: small businesses and large corporations. The insurance

broker SATEC, for example, distinguishes its insurance offerings in this

way. For the first group, SMEs, policies are "pre-tariffed" and it is suffi-

cient to fill out questionnaires and provide all the necessary information.

The vocabulary used is relatively simple. The second type of policies is a

"quoted" product i.e. customised to the individual company. The main rea-

son is that large companies, given their structure and the level of resources

already allocated to the IT department, allow for a more detailed analy-

sis. For example, external and internal tools are used by the broker and/or

insurer that allow a comprehensive view of all possible vulnerabilities in

the company. Contextually, there is a continuous dialogue between the two

parties so as to improve what are the critical points.

12



Each policy then is activated by a trigger that is well defined in the

contract. It is good to remember that in insurance practice it is common

to distinguish large from small companies using revenues and not solely

the number of employees. Thresholds are chosen, such as 1 million euros

in annual revenues. In addition, this distinction between SMEs and large

companies needs to be flexible. There are some excellences in SMEs that

have always turned out to be very careful to cybersecurity and for which at

the same time the same pricing could not be applied as for other SMEs. For

example this is the case of start-ups e.g., Fintech, Insurtech that have what

is called security by design.

2.3 The case of Cyber Essential

Since the many possible requirements on the part of the insurer/reinsurer

and the broker are many, variable and extremely confidential, it has been

decided in this section to elaborate on some of the public sector require-

ments. These are freely available on government sites. This is the case, for

example, with the UK government.

The high (often unsustainable) costs for audits of SMEs were discussed

in the previous section and also the help that can come from the private

sector. Instead, the United Kingdom, has suggested and started to im-

plement a solution that is certainly worth discussing. The British govern-

ment, through the National Cyber Security Centre (NCSC) devised (almost

7 years ago) a certification3 called Cyber Essential designed especially for

small and medium-sized enterprises. It is continuously being improved

and, in addition to being funded and supported by the British government,

it also increases the reputation of SMEs by providing them with this cer-

tification in the cyber sector. Basically it gives training and practical tools

to defend against common and uncommon cyber attacks at a low cost, re-

lieving companies from having to support external auditing processes or

expensive private consultancy.

The advantages are undoubted because first of all, costs are lowered by a

great deal. Consider that the cost of the certification starts at about 300

3NCSC - Cyber Essentials - https://www.ncsc.gov.uk/cyberessentials
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pounds for smaller companies and goes up to 4-500 pounds for larger com-

panies. The cost has also remained roughly stable over all these years. It

also provides awareness of your company’s level of cybersecurity and IT

culture. These kinds of certifications could be adopted and imposed by

many countries with the purpose of having a multitude of data about the

cybersecurity status and how it evolves over time and also could be re-

quired (as is already the case in the UK) to collaborate with public insti-

tutions. In addition, one could think about requiring them for standard

contracts between private entities/individuals as well, so as to try to miti-

gate the exposure to problems in supply chains and setting a new (higher)

standard in the business.

It is good to note that it is not as easy to obtain a certification like the

UK one and that therefore these types of certifications are certainly not

worthless. The entity gets a lot of help to be compliant, but it has to meet

specific requirements. Some examples for the IT infrastructure required by

the NCSC can be found in [7] and to sum up they are:

• Firewalls for internet connection of all devices for corporate use. In

this way it is possible to securely access the SMEs network services.

The firewall4 allows incoming and merged traffic to be monitored

using a predefined set of security rules to allow or block events. It

can be software or hardware and is considered a company’s very first

line of defence regarding Internet connections.

• Secure configurations - In this case there are a series of prescriptions

designed to ensure that every computer and network devices are con-

figured to reduce the level of vulnerability and that they provide the

functionalities designed to perform only their role. An ad hoc exam-

ple is the company mobile phone which must be configured in such a

way as to block the installation of apps that are potentially dangerous

and not useful for carrying out work.

• User access control - These requirements aim to ensure that each ac-

count provided by the company is assigned to authorised individuals

4https://www.cisco.com
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and that you have access to the services and data strictly necessary to

carry out your job. For example, an employee who is not involved in

accounting should not be able to have access to applications that deal

with accounting. Still referring to user access control, it is required

to introduce password-based authentication and introduce password

access protections. Some examples are multi-factor authentication

(MFA) by which codes are generated on enabled applications or de-

vices and require the user to enter, in addition to their credentials,

this code. Some additional protection measures may be requirements

on the type of password chosen and how often it should be updated.

Long, complex passwords and having different ones for each account

should always be preferred. Also there may be measures such as lock-

ing the account after many consecutive password attempts.

• Malware protection - The main objective of this measure is to prevent

the execution and/or downloading of known malware and also "un-

trusted software." In practice it is implemented by preventing the in-

stallation of any application upon approval of the IT department or a

manager. Unfortunately, the damage from malware that has infected

a device can be identified a very long time later, and by that time it

may be too late to limit the damage. Many can also be restrictions

and filters for email attachments and anti-malware software that of-

fer automatic scanning of all documents that may affect an employee

during his or her work.

• Security update management - It means that it should not be tolerable

for a company (large or small) to be a victim of a vulnerability that is

known and would have been avoidable simply by updating software

applications. This is why it is always important to have the latest

updated version of all applications that are used and to install them

in a timely manner as soon as the opportunity arises.

Additional advice that is imposed in order to become certified is to al-

ways make periodic backups of your data. Having a backup that you can

rely on and that is recent can really make a difference in an emergency and
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after you have been attacked. It can allow you to quickly reestablish an

entity’s activity and allows you not to lose data, even if the original data

is encrypted and cannot be recovered. As you can easily see these require-

ments are only a starting point for good cyber resilience, but they require

numerous actions and investments in IT and training to be applied all of

them.

2.4 The situation in Italy

This section will present a portrait of the state of cybersecurity in Italy and

what the most common risks are. An attempt will also be made to describe

and contextualise them to the current situation in Italy.

It is unavoidable to talk about the situation in Italy without referring

to the Clusit Report [9], which for many years now has been publishing its

analyses and refining them for the Italian landscape. It is a report com-

piled by numerous IT professionals with expertise in the field and brings

together information received from open and non-open sources. Even in

its latest version it presented a situation that was noticeably worse than the

year before. The peculiarity of cyber risk is that each year the range of risk

sectors and types of attacks discovered and yet to be classified seems to

widen. To better describe this concept it can be recalled that in 2011 Clusit

itself had spoken of 2011 as the Annus Horribilis of cyber security in Italy.

Since then things have only gotten worse.

It is worth remembering that until not too many years ago, the World

Economic Forum itself did not report cyber risks as a major risk worthy of

special attention in the Global Risk Report. They were officially included in

the reports only starting in 2015 and since then the attention paid to them

has been steadily increasing until they are (already in 2019 i.e. 4 years

later) ranked first in terms of impact and likelihood of occurrence. Such a

rapid rise in the rankings can be easily explained by graphs like the one in

the Figure 2.3. It shows the total value in cryptocurrency (mainly Bitcoin)

that has been received by those who have perpetuated a ransomware-type

attack. It is good to remember that these amounts are largely underes-

timated estimates since only a small fraction of all payments are known
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Figure 2.3: Total Cryptocurrency Value Received by Ransomware Ad-

dresses, 2013-2020

from open sources. In addition, there are all those types of attacks that

do not have ransomware as their goal, but rather the theft of sensitive in-

formation, either to resell it on the dark web or to appropriate industrial

patents.

What is certainly striking about the Figure 2.3 is that, when referring to

a cyber claim, the ransomware payment is only a fraction of the total cost

of the claim. Mainly, the insurer has to compensate for business interrup-

tion, provide assistance to the company that is the victim of the attack, pay

consulting firms to deal with the perpetrators of the attack, and possibly

also damages to third parties produced by possible privacy damage and

data dissemination. What happens in fact is that victims are often faced

with double extortion, that is, a threat to disseminate the stolen data if they

do not pay the ransom in addition to the primary threat of not sharing

encryption keys in the event that company data has been encrypted.

The sources analysed by the Clusit Report show about 2,049 attacks

occurring globally (including Italy). Considering that all those classified

since the Report has existed are 14,000, of these as many as 7,144 ( ap-

proximately 50%) have occurred in the last 4 years. The other data source

analysed by the Report is provided by Fastweb5, which, thanks to their Se-

5https://fastweb.it/corporate/?lng=EN
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curity Operation Center (SOC), made it possible to identify in 2021 alone 42

million "security events" against 6.5 million public IP addresses managed

by Fastweb itself. The increase in the number of security events from 2020

to 2021 was 16%. The detected security events were obtained by combining

those proceeds from the SOC, but also from other sources such as national

and international Computer Emergency Response Teams (CERTs) and data

from external organizations such as the Shadowserver Foundation.

Classification of attacks. The possible types of attacks are many, and

each of them has many sub-categories. Combining the categories used by

ENISA’s Open Threat Taxonomy ([10], [11]) analysis, the Open Threat Taxon-

omy6 and other international frameworks, the Clusit Report (focusing on

the Italian sector) identifies the following macro-categories:

• Malware. This term refers to all possible software, firmware, or code

that has been created with the intention of executing an unauthorised

process for malicious purposes. The impact of this process must be

adverse and must affect the confidentiality, integrity, and availabil-

ity of a system. Within this category is, for example, the first worm

ever created. The idea of the worm, that is, a self-replicating pro-

gram that is capable of infecting another computer, was born in the

mid-1950s by mathematician John von Newman, who was the first to

theorise and propose the possibility of self-replicating programs in

[20]. Other examples of malware are trojan horses and all that mali-

cious code that aims to undermine the integrity of a system. Spyware

and adware also fall into the general category of malware. The lat-

ter is a kind of advertising malware used primarily for commercial

purposes and extremely widespread.

• Vulnerabilities. They are components of a computer system for which

no (or very little) security measures are in place. They are, in essence,

real weak points that can be exploited by malicious attackers. The

ENISA Report of 2022 ([11]), for instance, noted, on a European level,

6https://www.auditscripts.com/free-resources/open-threat-taxonomy/
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a consistent increase in exploitations of 0-day and other critical vul-

nerabilities. The problem of vulnerabilities is not a trivial one, as the

increasing number of software solutions for every sphere of everyday

life means that the number of vulnerabilities and consequent oppor-

tunities for malicious attackers increases. There is also a real market

for vulnerabilities, especially so-called 0-day vulnerabilities. These

are software vulnerabilities that are not known to the developers of

the software itself and, even if they are known to the developers, are

not handled. Thanks to this flourishing (unofficial) market, it is pos-

sible to buy 0-day malwares that have the advantage of being disrup-

tive, unexpected and, from a technical point of view, do not leave

their signatures. The signature is a sequence of bytes and information

common to families of malware.

• Phishing/Social Engineering. This type of attack includes all those ac-

tions carried out by malicious persons with the aim of exploiting a

human error or human behaviour in order to obtain something in

return. This type of attack is very sneaky because it bypasses all

software and hardware barriers. There are many ways to perpetu-

ate this type of attack. One can act, for instance, by manipulating

the other party through well-constructed e-mails that try to adapt

to the company and the person they are addressing. For instance,

there are versions of phishing/social engineering emails that are able

to automatically insert the logo of the company they are addressing.

Victims who have been manipulated may consequently reveal sen-

sitive information, provide access codes, bank account information,

provide documents or facilitate the installation of further malicious

software in their organisation’s computer systems.

• Identity Theft/Account Cracking. In this type of attack, which is pri-

marily in the macro-category of threats against data, there is identity

theft through which an attacker uses Personal Identifiable Information

(PII) to impersonate a user. An example would be the theft of credit

card credentials with the aim of making unauthorised expenditures

by the legitimate owner and lowering his or her creditworthiness.
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The macro category refers to the set of threats whose primary objec-

tive is to gain access to and disclose data sources. The information to

perpetuate identity theft can be found through data breaches (inten-

tional attacks by cyber criminals) or data leaks (events causing unin-

tentional release of sensitive, confidential and protected data). There

are also cases of syntetic identity theft through which a cybercriminal

combines real and fictitious data with the aim of creating a new iden-

tity. The theft of personal information can be extremely lucrative. It

should also be emphasised that a single U.S. medical record can be

sold on the dark web in the range of 50 to 1,000 U.S. dollars.

• Web Attack. This classification is used by to collect all other possi-

ble attacks on network resources. For example, there is the cross-

site scripting attack, which is a vulnerability in a website that allows

scritps (e.g. JavaScript) to be inserted into it that can be exploited

maliciously to the point of even taking control of the user’s computer.

Then there are other attacks such as the SQL injection attack that al-

lows malicious SQL scripts to be inserted on a web application. The

purpose is to gain access to the data stored on that server. Once full

control of the server’s data is taken, it is possible to copy, modify, and

even delete it. Another possible attack is the so-called brute force

attack by which an attacker tries to guess usernames and passwords

for access to a corporate login or on a website simply by attempt-

ing every possible combination of letters, numbers and alphanumeric

codes. There are software programs that either search using the most

common passwords or have special glossaries that, combined with

personal information found on the user, can allow them to guess lo-

gin credentials. Today it is no longer so difficult to think of a brute

force attack since it is possible for hackers to have access to multiple

computers and cloud computing to increase computing power.

• DDoS stands for Distributed Denial of Service and is an attack tech-

nique that allows in causing a malfunction of a website or service

by saturating its resources and thus preventing it from delivering

the service. The attack is very difficult to stop quickly because it
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comes from a multitude of systems, so it is not enough to block one

source to stop it. This type can be placed in the macro-category of

Threats against availability. DDoS are getting larger and more com-

plex and they are moving toward mobile networks. Unfortunately,

there is a real market for buying and selling these DDoS services

and the barriers to entry are lowering year by year, allowing even in-

experienced and/or low-skilled cybercriminals to conduct sophisti-

cated attacks. These attacks usually do not last very long if they are

promptly blocked. However, they can cause disruption to end users

that are prevented from accessing, for example, a hospital or govern-

ment agency website. Usually, in the most severe cases, a ransom is

also demanded to restore the system to proper operation.

• Multiple Techniques. This category includes all those attacks that use

a mix of other attacks. The goal is to maximise the probability of suc-

cess of the malicious operation and make the ransom demand more

credible as well as cause the greatest possible loss.

As can be seen in Figure 2.4 and Figure 2.5, the attack category that has

the largest numbers is malware. For example, in 2021 it reached 41.48%

of Fastweb’s registered attacks, an increase of 9.7% over the previous year.

The unknown category is also important in absolute number of recorded

events and as a percentage increase over 2020. It is in fact an increase of

16.4%. Classified as unknown are all those cases in which one becomes

aware ex post of a data breach or data leak perhaps on the deep web, but

is unable to reconstruct the type of attack of which that undertaking was

a victim. A decrease in Phishing/Social Engineering cases is also reported

(-32.1%). However, this should not be too reassuring because a decrease in

mass phishing cases has been noted in recent years, but at the same time

an increase in the sophistication of the attacks and the effort expended

to bring them to completion. There is a growing awareness on the part

of attackers that it is better to invest resources in a well-crafted phishing

campaign than to try to focus on the quantity of attack attempts.

The other relevant attack type that marks +60% over 2020 is attacks

that exploit the existence of vulnerabilities. Alone, the malware and vul-
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Figure 2.4: Attack techniques from 2018 to 2021

Figure 2.5: Percentages of attack techniques from 2018 to 2021
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nerabilities category made up 57% of attacks in 2021 according to the

sources analysed. In the data analysed in Italy by Fastweb, the relevance

of the malware category is even greater, marking a net +58% over the pre-

vious year. The most prevalent malware is from Andromeda, which is a

platform that allows you to buy (in a modular way) up to 80 families of

malware. The modular nature of Andromeda and the extreme ease of use

by malicious attackers make it possible to lower the cost of barriers to en-

try and calibrate the type of attack to suit one’s needs. Another type of

malware that is widely used in Italy is Downadup. This is a worm that

manages to exploit unpatched Windows network vulnerabilities and easily

enters the list of malware that has infected the most devices in history.

According to [9], the most affected sectors in Italy are Finance/Insurance

and Public Administration, which together make up 50% of the cases in

the last survey period. It should be noted that public administration is of

particular interest because it contains a great deal of sensitive data (such

as health data) and also often lacks adequate IT protections as well as cy-

ber policies. In third place as the most affected sector is the more general

Industry sector, which accounted for 18% of attacks in 2021.

An increasing presence of viruses going to attack mobile devices was

also noted in Italy. This is usually done through smishing. The latter is the

so-called sms phishing i.e., a form of phishing that aims to request personal

information and/or sensitive data through text messages on the victim’s

cell phone. Some research, including a research conducted by Gartner7

shows that up to 98% of users view a phishing sms and even 46% respond

to it. This phishing technique is particularly used because people respond

much more easily to a text message than to their email and place greater

trust in it. Secondly, for sms, all the more advanced spam filters that are

present for email inboxes are not often present. Finding a potential vic-

tim’s cell phone number is also easier than finding their personal email.

For example in the case of a mass-attack it will be sufficient to attempt all

possible combinations of 10 numbers and is much simpler than attempt-

ing combinations of all the non-standard-length alphanumeric codes in an

7https://www.gartner.com/en
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Figure 2.6: Detected duration of attacks using DDoS type.

email.

DDoS attacks are also becoming increasingly common in Italy. In 2021,

about 2,500 events and more than 18,000 anomalies attributable to pos-

sible DDoS attacks directed at Fastweb customers were detected. Unfor-

tunately, the barriers to entry for this type of attack are really low. For a

5-10 minute attack with 100Gbps of traffic generated on the website, 5-10

USD dollars are required with a subscription service. In Italy the average

duration of 97% of these attacks is less than three hours.

The distribution of attack duration can be seen in Figure 2.6. Only a

small percentage of attacks have a duration longer than 24 hours (0.9%).

DDoS attacks are often carried out through so-called botnets. These are

a collection of devices from various agents (often completely unaware of

this usage) that have been previously infected to make mass traffic to an

Internet page or online service.
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Threat Motivations There may be many reasons for the threats, but in

Italy and Europe more generally, ENISA ([11]) traces them to the following:

• monetisation i.e. any financial related action carried out by malicious

actors. this is the case, for example, with ransom payments.

• geopolitics/espionage i.e. any action aimed at taking possession of in-

tellectual property or confidential/sensitive/classified data. Usually

these types of attacks are carried out by states by means of hacker

groups acting to hide the main mandate. An example of such an at-

tack was carried out successfully by a group backed by the Russian

government in 2020. Numerous public agencies in America (e.g., the

Justice Department, Centers for Disease Control and Prevention) and

in countries such as UK and Europe (e.g., NATO, European Parlia-

ment, UK National Health Service) have confirmed that they have

been victims of this attack.

• geopolitics/disruptions. The goal in this case is to carry out destructive

actions in the name of geopolitical principles.

• ideological. In this case one finds all those attacks moved by ideologi-

cal motives such as hacktivism.

2.5 Solvency II and operational risks in a nutshell

Section 2.1 gave a comprehensive definition of Cyber Risk and described it

primarily as an operational risk. In the case of insurance and reinsurance

institutions, however, it has a dual significance. It can either be an opera-

tional risk or a non-life underwriting risk, since the insurance/reinsurance

undertaking may sell cyber policies and thus be subject to pricing, reserve,

catastrophe risk or it may itself be the victim of a cyber attack. It is impor-

tant to remember that insurance companies are considered systemic enti-

ties from an economic and social point of view and possess large amounts

of confidential data and information that could cause reputational damage

to the entire industry and its policyholders. This is the case, for instance,

with the sharing of clinical data and confidential information.
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Figure 2.7: Solvency II Standard formula structure.

Cyber (operational) risk In Directive 138/2009/EC (Solvency II direc-

tive), this dual point of view is addressed also in the standard formula and

the SCR capital requirement needed to be solvent with a one-year horizon

at 99.5%. According to the Solvency II directive, the operational risk mod-

ule must include all risks of loss resulting from inadequate or failed pro-

cesses, human resources and systems, or from external events (e.g. cyber

risk). Operational risks also include the risk of non-compliance (compliance

risk) and the risk of incorrect representation of items in the financial state-

ments. Compliance risk is closely linked to cyber risk and from the point

of view of personal data and after the introduction of the European GDPR

privacy directive is not at all relevant. In the Figure 2.8 and Figure 2.9,

one can see and example of the distribution of fines by the privacy watch-

dog (Garante della Privacy) to different sectors in Italy between April 2019

and October 2022. As can be seen, the variability of the amount of fines

can be significant, especially in some sectors. In the reporting period there

were fines to financial and insurance institutions for insufficient fulfilment

of data subjects rights, for non-compliance with general data processing

principles, for insufficient legal basis for data processing etc.

Cyber risk from an operational risk perspective can be approached with
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Figure 2.8: Boxplots of different sectors for fines of less than 100,000 euro

different approaches depending, for instance, on whether the company

uses a standard model or an internal model. Taking the example of a com-

pany that uses the internal model (such as Generali Assicurazioni S.P.A.)

one can read in the Solvency and Financial Condition Report of 2021 ([24])

that cyber risk is confirmed to be among the most relevant risks for the

company. The company reports that it has set up specialised units within

the first line of defence in order to deal with this specific risk and these

units act as key partners for the Risk Management Function (one of the

four fundamental functions established with the entry into force of Sol-

vency II, together with the Actuarial Function, Compliance Function and

Audit Function). Using an internal model, Generali Assicurazioni S.P.A.

calculates the capital requirement for operational risk by asking the heads
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Figure 2.9: Boxplots of different sectors for fines greater than 100,000 euro

of operational areas for frequency and impact estimates for each opera-

tional risk category. These data are used to calibrate the internal model.

In this way it is possible to obtain probability distributions of losses over a

12-month time horizon. Subsequently, the losses are aggregated to obtain

the overall annual loss distribution and consequently the overall capital

requirement for operational risk (and thus also for cyber risk).

Basel II and Solvency II have provided frameworks (now well estab-

lished in the insurance landscape) for operational risk. [3] and [2] have

drawn on this operational risk framework to illustrate cyber risk in more

detail. In [6] 4 categories of cyber risk were identified:

• people actions - They can be inadvertent, deliberate, or due to inaction.
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In the first case there are all unilateral actions that are taken without

malicious or harmful intent. For example, errors and omissions fall

into this category. Actions can then be deliberate and thus aimed at

intentionally causing harm to property or persons. Then there are

inactions that occur because of a lack of action at the appropriate

time or in a failure to act in a given situation. A prime example is the

case of lack of appropriate skills or lack of proper knowledge.

• systems and technology failures - This includes hardware, software and

systems more generally. In the first case you have the risks that can

be traced to damage to physical equipment. This is the case, for ex-

ample, of obsolescence of electronic equipment. In the second case

you have risks due to lack of software of any kind. We then refer to

business applications and their security and appropriate use updates.

In the last case you have the failure of integrated systems that have

failed to perform as expected, probably due to design, their integra-

tion or intrinsic complexity.

• failed internal processes - In this case there is the case of "design and/or

execution" of something. it is the case, for example, of wrong alloca-

tion of roles and responsibilities within the company or wrong pro-

cess flows and escalation of issues. Then there are the cases of process

controls and supporting processes. The former occurs when there are

inadequate controls in the operations of a process.In fact, every pro-

cess in the company should be carefully monitored by checking its

KPIs, status and provide for periodic reviews. The second, on the

other hand, occurs, for example, when there is wrong training or

wrong procurement i.e., whenever there is a failure to bring in the

necessary resources.

• external events - This category includes all those actions that are ex-

ogenous to the company under consideration. There can be, for ex-

ample, various types of disasters (man made or natural). Then there

can be legal issues such as a sudden change in legislation or litiga-

tion. Then there can be business issues such as in the case of ad-

29



Chapter 2. Cyber Risk & Cyber Insurance

verse market conditions or economic conditions. That is, all those

adverse conditions that have occurred in the organisation’s environ-

ment. Lastly, there are service dependencies that occur when there

are relationships with third parties, such as utilities, emergency ser-

vices, consulting, etc.

In [3] there was an examination of data in the SAS OpRisk Global Data

source that collects 22,075 incidents involving operational losses over ap-

proximately 40 years (up to 2009). Mostly these are incidents collected

and categorised according to the Basel II framework, but one can still get

valuable considerations for the insurance business. The goal of the analy-

sis was to be able to find a complete cost of an operational risk event with

direct and indirect effects, keeping reputational losses aside. Of all the

incidents involving operational risks in general, 994 were related to cy-

ber risk incidents. Some basic statistics such as mean, standard deviation,

minimum/maximum, empirical quantiles, and some risk measures such

as Value-at-Risk (VaR) and Tail Value-at-Risk (TVaR) were analysed in the

database used. These data were calculated for cyber and non-cyber in-

cidents and also for the 4 categories explained above. The data collected

indicated a significantly lower average cyber risk losses than non-cyber risk

losses ($40.53 mln vs $99.65 mln.). The standard deviation was also signif-

icantly lower (443.88 vs. 1,169.17). Regarding the risk measures, the VaR

and TVaR of cyber risks turned out to be smaller than those of non-cyber

risks and also regarding extreme cases (maximum losses) cyber risk was

around $13,313 mln while non-cyber risk $89,143 mln. Regarding the 4

categories, on the other hand, the analysis had shown (cyber) operational

risk to be more likely for "actions of people" and less likely for "external

events".

Referring also to the empirical distribution of losses by cyber risk and

non-cyber risk, many differences were found. The latter has a much heav-

ier tail than the former and this could be explained by significantly higher

absolute recorded losses. It may be dangerous, however, to generalise this

observation even nowadays because the amount of digitisation and com-

puterisation in society is growing year by year and with it the possible at-
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tack surfaces. In Solvency II, however, these results can certainly be used

to model cyber risk differently from other operational risks and then ag-

gregate and make appropriate diversifications from a capital requirement

perspective. Also from the perspective of cyber (operational) risk, it had

been found that there was a marked distinction between companies that

financial and non-financial. In the former case the average loss was sig-

nificantly higher for cyber risk. While in the second case the average loss

was higher for non-cyber risk. It is noteworthy that in the data collected by

SAS, 78.6 percent of all cyber incidents had occurred in financial institu-

tions. The trend today is a widening of targets by malicious actors, thanks

in part to the resilience of financial and insurance institutions.

The point of view of the underwriter Insurance companies, as noted

above, also address cyber risk from the perspective of the policy under-

writer and undertaking that is responsible for writing cyber policies, man-

aging their reserves and selling them in the market. This exposes them to

risks such as underwriting, reserving, and catastrophe risks that may also

be cyber in nature. The main challenges from an underwriting perspective

are those of the extreme difference that each potential policyholder makes

to the others. IT systems can be as diverse as hardware equipment and its

use. The degree of computerisation in the company, the web presence, the

type of data processed etc. may be different, and this imposes a high degree

of customisation of the policy on the insurer.

The main problem, however, is the scarcity of available data, which

are often absolutely lacking or grossly inadequate for accurate actuarial

calibration and to allow any models to be tested. Indeed, it is known from

the statistical literature that to possess a good model one must have data

on which to test it as well, and the data should come from a rigorous and

reliable test set on which the model has not been calibrated.

Dealing with this lack of reliable information, insurers are forced to

operate under uncertainty and be more conservative. This results in low

maximum coverages and high deductibles for example. On the policy-

holder side, however, cyber coverage that is not perceived as "true" cov-

erage loses interest and does not add value to what is already being done
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by risk management in the corporation. Still referring to the underwriter’s

point of view, there is also the problem of the variability of cyber risk and

consequently the difficulty of obtaining a sufficiently long time series. Also

not to be underestimated are the regulatory risks. What is required from

the regulator is as precise and step-by-step guidance as possible, while on

many issues (such as the possible indemnification of ransom payment by

the insurance company) there are too many legislative uncertainties and

individual courts could overturn what the underwriters anticipate.

Another problem faced by underwriters and from a pricing perspective

is adverse selection risk. Using assessment questionnaires too lightly to

simplify the underwriting process could lead to adverse selection, and this

should be avoided as much as possible, taking into account the inherent

difficulty of this type of business. What would be advisable is a sharing

of at least best practices among underwriters, insurers and reinsurers for

dealing with cyber risk.

2.6 Silent Cyber Covers

One aspect to be taken into account in the insurance business is the phe-

nomenon of silent cyber covers. This is due to the substantial difference that

exists between so-called affirmative and non-affirmative policies. Indeed,

as [1] mentioned, affirmative policies are those policies that explicitly list

the risks covered and/or exclude those not covered. Non-affirmative poli-

cies are the all risks, as they have a different and varied scope and range

of cover. In the area of cyber risks, non-affirmative policies are particu-

larly dangerous and are also called "silent" policies, this is because an in-

surer may have inadvertently issued a property policy that also covers cyber

damage (physical and non-physical).

Issuing policies that might also cover losses not foreseen at the time

the policy was priced exposes the insurer to a very large risk, since the

policies have already been issued and therefore no exclusions can be made

retrospectively. It may also be very difficult to prove specific exclusions

in litigation. Think of cyber attacks carried out by hackers and encour-

aged/financed by a third country. It may be very difficult to trace the at-
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tack back to a war matrix, and consequently the insurer may not be able to

deflect from paying the claim.

For this reason, insurers and, more specifically, underwriters should

move towards affirmative property policies to develop ad-hoc covers for

cyber risks and be as precise as possible in listing what can be covered by

the policy and what cannot.
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Chapter 3

A proposal for a one-year

contract

In this chapter, some more or less common methods for pricing cyber poli-

cies will be presented and one of them in particular will be explored. Al-

though cyber policies are beginning to gain a certain amount of interest,

especially in the US, the pricing methodologies are not so straightforward

and are difficult to compare since they are usually developed for policies

covering third-party damage, assistance, etc. These policies can then be

more or less standardised and the calibration (given a certain theoretical

model) depends on many factors.

3.1 Review of cyber risk models

In [16] and in [28] it is possible to find a review of the state of the art

of modelling and pricing cyber insurance. As will be seen in the following

discussion, these methods can be very different from one another, although

they do have some common features.

Historically, from an actuarial perspective, in order to price an insur-

ance product to cover a certain type of risk, models and underlying dis-

tributions have always been sought to try to describe the loss. The objec-

tive was to identify an expected loss and, by adding safety loadings and

other loadings such as expense loadings (and taxes) to find an insurance
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Chapter 3. A proposal for a one-year contract

premium. From a risk management perspective, the objective is to identify

risk measures such as VaR (Value-at-Risk) or TVaR (Tail Value-at-Risk) with

the aim of analysing tail events, also called worst case scenarios.

In classical actuarial mathematics, there are two distinct approaches to

representing the aggregate cost variable of claims (e.g. cyber losses) over a

given period of time. It should be borne in mind that usually the reference

period is one year since these are non-life contracts, but in certain cases it

could be of a different duration. The first approach is called the individual

approach because, given a portfolio of N heterogeneous risks, Ỹ is the cost

of claims for the individual insured risk. The classical assumptions of this

model show a number of insured risks that is not a random variable, on the

contrary, it is known at inception of the contract and the variables repre-

sented by Ỹ1, . . . , ỸN are usually independent of the number of claims that

generated it.

X̃ =
N∑
ℓ=1

Ỹℓ (3.1)

This approach obviously involves realisations of Ỹ which may be zero

in a year and which may also represent the sum of a random number of ac-

cidents during the insurance coverage period. Consider the case of motor

TPL where it is entirely possible to cause more than one accident during

the year. If one assumes independence of the Ỹ variables over the year, one

can derive the aggregate claims cost distribution function by convolution

of the independent and identically distributed Ỹ random variables. Con-

sequently, it can be shown that, given the same assumptions, the expected

value of the aggregate claims cost is equal to the sum of the expected val-

ues of the individual random variables Y and also the variance. A similar

relationship exists for the skewness of the aggregate claims cost.
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E(X̃) =
N∑
ℓ=1

E(Ỹℓ) (3.2)

σ2(X̃) =
N∑
ℓ=1

σ2(Ỹℓ) (3.3)

γ(X̃) =

∑N
ℓ=1µ3(Ỹℓ)

σ3(X̃)
(3.4)

Where µ3 is the central third moment, defined as µ3 = E(X̃ −E(X̃))3.

The second ’classical’ model is called the collective risk model or also the

frequency severity approach. It is widely used in many classes of business,

and uses of this model are also known in the cyber insurance business.

Unlike the previous approach, this one is based on two types of random

variables, namely the number of claims K̃ generated by the contracts in the

observation period (e.g. 1 year) and the cost Z̃ generated by each claim.

The aggregate cost of the claims will be given by a compound process in

which the above random variables interact:

X̃ =
K̃∑
ℓ=1

Z̃ℓ (3.5)

This approach offers a change of perspective from the individual ap-

proach as it allows the entire portfolio to be modelled directly and not

each individual policy. The number of random variables to be dealt with

will therefore be smaller. The classic assumptions are as follows:

• Claims always occur at arrival times in the observation period be-

tween 0 and t and the random variable K̃ , at distinct time instants,

can be considered (from a probabilistic point of view) as a counting

process;

• Independence is assumed between the number of claims and the ran-

dom variables Z̃ℓ;

• Independence and identical distribution is assumed for the random

variables cost of claims Z̃ℓ.
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These assumptions allow the aggregate claims cost distribution func-

tion to be defined as:

FX̃(x) = P (X̃ ≤ x) =
∞∑
k=0

P (K̃ = k) · P
( k∑
ℓ=1

Z̃ℓ ≤ x
)

(3.6)

An alternative version involves the use of the convolution of order k of the

variables Z̃ℓ obtaining:

FX̃(x) =
∞∑
k=0

P (K̃ = k) ·Fk
Z̃

(x) (3.7)

Usually these assumptions can be verified, but the matter becomes more

complex when referring to cyber insurance. The first problem is caused by

the lack of statistical data and their number and quality. The calibration

of actuarial models (even simple ones) is inseparable from accurate data

quality and granularity. There are commercially available databases of cy-

ber data from open sources or insurance companies/brokers but the main

problem is usually the quality of the data. It is not uncommon, for instance,

to have to discard most of the data purchased due to a lack of complemen-

tary information. In this regard, one can refer to [18] where one can see

that, in order to apply their model, the authors gets 130,000 cyber risk

events from the data provider Advisen and 97.4% of the observations are

removed. The reasons are incomplete information on monetary losses, lack

of accurate information on the company, the company sector, etc.

The second reason why the collective risk model struggles with cyber

insurance is that cyber technologies and threats evolve very, very quickly.

Unfortunately, this does not only undermine the underwriting process (of

primary interest in this discussion) but also the reserving process, opera-

tional risk assessment and reinsurance. The accuracy of historical data and

past claims becomes almost futile compared to the speed of change and

adaptation of the threat itself.

The third reason is that a cyber incident hardly affects one policyholder

at a time. From this point of view, risk independence can no longer be

assumed. Exacerbating this picture is the fact that, unlike meteorologi-

cal/seismic phenomena and more generally natural disasters, cyber threats
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do not have a well-defined geographical/physical delimitation. While it is

true that in the event of war (e.g. the situation in Ukraine) there may be a

greater number of cyber attacks from (and towards) a particular country, it

is also true that a virus can spread uncontrollably across several states and

even entire continents, given also the globalisation in the society.

The modelling of cyber risks according to [16] falls into 3 broad cate-

gories. Models for idiosyncratic risks, models for systematic risks and mod-

els for systemic risks.

Idiosyncratic risks are those risks that may affect a single policyholder

independently of all other policyholders. These risks are specific and have

a particular target as a target. Models dealing with these types of risks are

targeted on the characteristics of the entity under consideration. System-

atic risks, on the other hand, are risks resulting from common vulnerabil-

ities among policyholders that may be determined by the use of the same

technological equipment, computer systems, etc. In this case, there are

therefore common factors.

The objective of this dissertation is instead the modelling of systemic

risks, i.e. risks resulting from being part of a network.

An example of a frequency severity method To implement the frequency

severity method in the context of cyber risk, an insurance company can

start by considering a hypothetical portfolio of n policyholders exposed to

cyber risk (usually companies). These companies belong to different sec-

tors such as banking, pharmaceuticals, engineering, services, etc. and may

have several variables in common. These variables obtained by means of

questionnaires and/or from policy interviews are used to group the com-

panies into G homogeneous groups. Consequently, we have that ng is the

numerosity of group g. It goes without saying that n1 + n2 + · · · + nG = n.

These groups make it actuarially possible to adopt the same tariff within

the group. The types of cyber threats are divided into C categories. Exam-

ples are fraud, data breaches, malware, etc. The aim is therefore to model

a frequency severity model for each pair (c,g) where g is the g-th group and

c is the c-th risk category. It goes without saying that the size of the ho-

mogeneous groups and the granularity of the types of threats companies
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are subjected to influence the accuracy and feasibility of the chosen model.

Too high granularity would in fact lead to having very few statistical obser-

vations available and to losing underlying statistical robustness.

Given a company i in a group g and with a well-defined risk category c,

the following frequency severity model can be considered:

X̃
g,i
t =

K̃
g,i
t∑

ℓ=1

Z̃
g,i
ℓ (3.8)

where X̃g,it is the total aggregate cost of claims up to time instant t (e.g.

1 year) for firm i in homogeneous group g, K̃g,it is the random variable

number of claims and Z̃g,iℓ ∀ℓ ≥ 0 are the random variables cost of claims

for the same firm. The assumptions are the classical actuarial assumptions

for the collective risk model i.e. independence of the number of claims and

claims severity and independence and identical distributions of the claims

severity variables.

This dissertation is not intended to explain the collective risk model

applied to cyber insurance in detail, but it may be of general interest to

mention that it is possible to obtain information on the mean, variance and

moment-generating function of the aggregate cost variable of claims X̃g,it
per pair (c,g) even without making further assumptions on the frequency

and severity distributions of the claims.

E(X̃g,it ) = E
[
E

( Kg,it∑
ℓ=1

Z̃
g,i
ℓ |K̃

g,i
t = Kg,it

)
= E

(
K̃
g,i
t ·E(Z̃g,i)

)]
(3.9)

= E(K̃g,it ) ·E(Z̃g,i) (3.10)

E[(X̃g,it )2] = E

E( K
g,i
t∑

ℓ=1

Z̃
g,i
ℓ

)2

|K̃g,it = Kg,it

 (3.11)

= E

E K
g,i
t∑

ℓ=1

(Z̃g,iℓ )2 +
∑∑
ℓ,ȷ

Z̃
g,i
ℓ Z̃

g,i
ȷ |K̃

g,i
t = Kg,it

 (3.12)

= · · · = E(K̃g,it ) · σ2(Z̃g,i) +E[(K̃g,it )2] ·E(Z̃g,i)2 (3.13)
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σ2(X̃g,it ) = E(K̃g,it ) · σ2(Z̃g,i) + σ2(K̃g,it ) ·E(Z̃g,i)2 (3.14)

With regard to the generating function of moments, with the hypothe-

ses introduced and remembering its properties regarding the sum of inde-

pendent variables and the properties regarding the univocity of the gener-

ating function of moments for a given probability distribution, one obtains:

M
X̃
g,i
t

(x|K̃g,it = k) =M
Z̃
g,i
1 ,...,Z̃

g,i
k

(x) (3.15)

=
k∏
ℓ=1

MZ̃g,i (x) =
(
MZ̃g,i

)k
(3.16)

M
X̃
g,i
t

(x) = E
(
M

X̃
g,i
t

(
x|K̃g,it = k

))
= E

[(
MZ̃g,i (x)

)K̃g,it ]
= (3.17)

=E
[
eK̃

g,i
t ·logM

Z̃g,i
(x)

]
= E

[
eK̃

g,i
t ·ψZ̃g,i (x)

]
=M

K̃
g,i
t

(
ψZ̃g,i (x)

)
(3.18)

Where ψZ̃g,i (x) is the generating function of cumulants1 of Z̃g,i . If the

assumption of independence between severity and frequency of claims fails,

it is possible to introduce a dependency between them using, for example,

powerful mathematical tools such as copulas (e.g. Gunbel/Clayton cop-

ulæ).

3.2 Systemic Risks Modelling

Unlike the individual approach and the collective risk approach, the model

analysed in this dissertation has a radically different point of view. This is

because the other two models and, more generally, their derivatives, aim to

study the aggregate cost of the claims of a pool of companies/policyholders

by identifying common characteristics and reasoning in aggregate. They

can be said to have a "macro" point of view. The model that will be ex-

plained below, however, reverses this viewpoint and adopts a "micro" one.

1The generating function of cumulants ψX̃ (x) is defined as the natural logarithm of the

generating function of momentsMX̃ (x): ψX̃ (x) = logMX̃ (x) = log(E(ex·X̃ )).
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Figure 3.1: Generic networks

The core of the model is the characterisation of the individual company

that decides to take out an insurance contract to protect itself against cyber

risks. The contract, starting from certain characteristics deduced (or re-

quired) from the company, is then customised and adapted. As can easily

be imagined, the calibration of the parameters of the selected distributions

and the accuracy of the assumptions used come from historical data in the

possession of the insurance company or are the result of expert judgement

and in general may be more or less conservative.

The model attempts to reproduce the essential and minimal structure

of communications within the company, schematising it using a graph (i.e.

a Network) and attempting to reproduce communications within it. In this

way, possible ’infections’ due to a cyber attack and/or the dynamic spread

of the same within the company can be simulated over the policy period.
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Reproducing the internal and external communication structure of a

company by means of networks means assuming that each node of a net-

work can represent a PC, a device or even a server. The figure 3.1 shows

some trivial examples of networks generated using the igraph package on

R. Obviously, these are not realistic models of nodes and connections within

a company, but they may be representative of the model. In all 4 graphs

there are 10 nodes, for simplicity’s sake we can assume that these are PCs.

At a first qualitative glance, one can see that, depending on the topology

of the network considered, there may be more or fewer connections, given

the same number of nodes. A node may in fact communicate with no node,

or with all the others, and in the last case, it may also communicate with

itself. The latter is a case that will be discarded for convenience, because,

thinking of an infectious dynamic, it makes no sense to assume that a node

can be infected by itself.

From a practical point of view, the more connections possible, the greater

the chance of infecting or being infected.

A broker or insurer is unlikely to be able to obtain the underlying topo-

logical structure of the company’s communications. Some of these can be

found in the literature, both from small and very large companies, mainly

due to the leakage of the e-mail box. The effort on the part of the insured

may be too great at the policy underwriting stage and may therefore dis-

courage underwriting. The figure 3.2 shows the structure of a network of

167 employees of a manufacturing company2. It is internal email commu-

nication over a period of 9 months from 1 January 2010 to 30 September

2010. The data were made available in an anonymised manner and, in the

case where there are several recipients of the same email (e.g. To, CC) they

were represented in different rows in the data set provided.

As it can be seen from the picture, it is not at all easy to reconstruct

the structure faithfully. In the literature, for example in [21], an attempt

has been made to study the networks generated by e-mail communications

within the company using different techniques such as Decision Trees, Ran-

dom Forest, Neural Networks, Support Vector Machines and different clas-

2Source: https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.

7910/DVN/6Z3CGX
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Figure 3.2: Manufacturing company e-mail communication
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Figure 3.3: A simple graph

sification algorithms. It goes without saying that the internal dynamics of

a large multinational company with different management models behave

differently than a small medium-sized company or even a start-up with a

handful of employees. What is not easy to reconstruct on a theoretical level

is the hierarchy. It is therefore very difficult to rely solely on a database of

emails, but it can be a good starting point if it is available to the insurer.

3.3 A gentle introduction on graph theory

The literature on graph theory is very extensive (see for example [23], [8]

and [5]), given also the recent interest in recent years both in the field of so-

cial networks and in the field of epidemiology and the spread of epidemics,

and consequently the study of relations between human beings and their
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connections. The first theorisations of graphs are very old now. A milestone

in graph theory dates back to 1736, for example, where Euler tackled the

"Königsberg bridge problem". The city (which is called Kaliningrad today)

was and is traversed by a river and its tributaries. The problem consisted

in demonstrating whether it was possible to cross all the bridges of the city

in one walk and in such a way as to cross them once and only once. Euler

came to the conclusion that it was not possible and was the first to state

this by means of a mathematical proof.

In abstract terms, a graph can be defined as an ordered tuple consisting

of a (finite) set V of vertices/nodes and a (finite) set of edges E. In the figure

3.3, for example, we can see that node 19 is connected with node 20 and

node 4. Consequently, it will be affected by two edges (19− 20, 19− 4).

If two nodes are associated with the same edge then they are said to

be two end-vertices of the edge e. Given a graph then two sets V (G) =

{v1,v2, . . . , vnV } and E(G) = {e1, e2, . . . , enE } can be derived and they constitute

the sets of nodes and edges respectively. In the code chunk one can see the

two sets for the graph of the figure 3.3.

> E(G)

+ 26/26 edges from b1b473b:

3-- 4 1-- 6 2-- 7 2-- 8 5-- 8 9--10 6--12 9--12

3--13 3--14 6--14 7--14 9--14 10--14 2--15 3--16

2--17 14--17 16--18 4--19 7--20 8--20 10--20 15--20

17--20 19--20

> V(G)

+ 20/20 vertices, from b1b473b:

[1] 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Having defined the two sets V (G) and E(G) as finite, it is always possible

to obtain the number of elements of these sets: nV = |V (G)|, nE = |E(G)|. In

the graph in the example we have nV = 20 and nE = 26. This dissertation

will deal with a particular subset of graphs called simple graphs. These are

the graphs that contain no loops (i.e. cases in which a node is connected

to itself) and no multiple edges. The latter case is when two nodes can be
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connected by two distinct edges. The graph in the figure 3.3 is therefore a

simple graph and, unless explicitly stated, all graphs presented thereafter

will be simple graphs.

Graphs can also be directed or undirected. A graph is directed if its edges

have a direction. They can be thought of as arrows. Thinking of communi-

cation by email, it makes sense to assume that a generic link between two

PCs, schematised except for one edge and two nodes, can be considered

undirected, since communication is in most cases bidirectional. Another

important characteristic of graphs attributable to both nodes and edges is

the weight. This can be represented by a number. In the concrete case of

business communication, the weight could symbolise the intensity of the

connection between two nodes. The greater the weight, the greater the

number of emails exchanged between the two nodes.

Another important characteristic referring to nodes is their degree. It

is denoted by deg(n1) and is simply the number of edges that the node

possesses. In a graph, it is also possible to have nodes with degree zero, i.e.

nodes that do not communicate with any other node. Furthermore, there

is a relationship that links the degree of the nodes in a graph with the total

number of edges nE :

2 ·nE =
∑
v∈V (G)

deg(v), nE = |E(G)| (3.19)

To be true, the relation needs to assume that the degree of a node with

a loop is equal to 2.

Since the values that the degree can take are limited, the maximum and

minimum degree of a node can be easily defined. In the following dis-

cussion, these definitions will be useful for investigating the existence of

a relationship between the degree of a node and the probability of infec-

tion during insurance coverage. There is also a relationship that links the

average degree with the number of vertices and nodes:

47



Chapter 3. A proposal for a one-year contract

∆(G) = max
v∈V (G)

deg(v) (3.20)

δ(G) = min
v∈V (G)

deg(v) (3.21)

E

(
deg(G)

)
v∈V (G)

=
2nE
nV

(3.22)

δ(G) ≤ E
(
deg(G)

)
v∈V (G)

≤ ∆(G) (3.23)

Given that a complete graph with nV vertices has exactly nV ·(nV−1)
2 edges,

a sparse graph is defined as one such that:

nE <<
nV · (nV − 1)

2
(3.24)

A similar definition can be given through the mean degree of the graph:

E

(
deg(G)

)
v∈V (G)

=
1
nV

nV∑
v=1

dv <<
1
nV
·nV · (nV − 1) = nV − 1 (3.25)

where nV − 1 is the mean degree of a complete graph without loops.

Adjacency matrix A convention of 0 and 1 can be used to concisely in-

dicate relationships within a graph. A relationship between two nodes is

indicated with a 1 and a non-relation with a 0: E ∈ {0,1}nV×nV In this case, it

is possible to map all possible relationships within a graph by introducing

an adjacency matrix A. It is a matrix of dimension nV × nV and has some

interesting properties. The element Aij is equal to 1 if there is a link be-

tween node i and node j and is equal to 0 if there is no link between the two

former nodes. Considering a regular graph without loops, we have that the

elements on the main diagonal will all be equal to 0. A feature that will be

useful in the following of this dissertation is that an adjacency matrix of an

undirected graph is always symmetric. An example of a trivial graph with

its adjacency matrix can be seen in figure 3.4.

Interpreting the adjacency matrix is very straightforward. For example,

the i-th row (i.e. the row of node i) contains, at the 1s, the list of column
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Figure 3.4: An example of an undirected graph with its adjacency matrix

indices (i.e. the other nodes) with which node i is connected. Thus, by

summing up all the elements in the row, it is possible to obtain the degree

of any node immediately.

deg(vi) =
nV∑
j=1

Aij = AT
i

1×nV
1

nV×1
(3.26)

Given a symmetrical matrix (such as the adjacency matrix of an undi-

rected graph) we have that A = AT and that, if Ax = λx then for each x ∈Rn

we have that x is an eigenvector and the corresponding λ is an eigenvalue.

When a matrix is symmetric and contains real values (i.e. A ∈Rn×n, it is al-

ways the case that: all the eigenvalues of A are real, there exist eigenvalues

λ1, . . . ,λn and eigenvectors x1, . . . ,xn such that xTi xj = 0 ∀i , j and the sum

of the elements on the main diagonal of A, i.e. the trace of A is equal to the

sum of the eigenvalues:

trace( A
n×n

) =
n∑
ℓ=1

aℓℓ =
n∑
ℓ=1

λℓ

Given instead the canonical basis e1, . . . ,en where the element at the i-th

position is equal to 1 and all other elements are equal to 0 (i.e. ei ∈ {0,1}),
one can define the Laplacian matrix of an undirected graph G = (V ,E) as:
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L
nV×nV

=
∑

(i,j)∈E
(ei − ej ) · (ei − ej )

T (3.27)

The Laplacian matrix can be obtained with the following relation:

L
nV×nV

= D
nV×nV

− A
nV×nV

(3.28)

where D = diag(d1, . . . ,dnV ) is a diagonal matrix containing the degree

of the nodes of the undirected graph. If the graph is weighted it is possible

to define a matrix called weighted Laplacian:

L
nV×nV

=
∑

(i,j)∈E
w(i, j) · (ei − ej ) · (ei − ej )

T (3.29)

where w(i, j) = 1 ⇐⇒ (i, j) ∈ E and w(i, j) = 0 ⇐⇒ (i, j) < E. Finally,

given the matrix W
nV×nV

the following equation holds:

L
nV×nV

= D
nV×nV

− W
nV×nV

(3.30)

A final important relation concerning Laplacian matrices of undirected

graphs is the following:

xT
1×nV

L
nV×nV

x
nV×1

=
∑

(i,j)∈E
(xi − xj )2 (3.31)

Proof.

xT
1×nV

L
nV×nV

x
nV×1

= xT
1×nV

( ∑
(i,j)∈E

( ei
nV×1
− ej
nV×1

)( ei
nV×1
− ej
nV×1

)T
)

x
nV×1

= (3.32)

=
∑

(i,j)∈E
xT (ei − ej)(ei − ej )

T x = (3.33)

=
∑

(i,j)∈E

(
x(i)− x(j)

)(
x(i)− x(j)

)
= (3.34)

=
∑

(i,j)∈E

(
x(i)− x(j)

)2

≥ 0 (3.35)

and is valid ∀x ∈RnV .
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Erdös Renyi Method It was mentioned earlier that obtaining granular

data on a company’s internal communications and of sufficiently high qual-

ity to trace back to a hierarchy and network is often too time-consuming

for both agents of an insurance contract and hampered by privacy issues.

Consequently, methods for creating networks with desired characteristics

and properties are very useful. One of the main methods for generating

networks of arbitrary size is called the Erdös-Renyi method.

This method makes it possible to generate an undirected graph with n

nodes such that any edge occurs with a probability (chosen a-priori) p, in-

dependently of the other edges.

This implies that the degree distribution of a node of a graph generated

by the Erdös-Renyi method follows the binomial distribution B(nV −1,p). It

has the following probability density function:

P
(

˜deg(v) = d
)

=
(
nV − 1
d

)
pd(1− p)nV−1−d (3.36)

It implies that:

E[ ˜deg(v)] = (nV − 1)p (3.37)

V ar( ˜deg(v)) = (nV − 1)p(1− p) (3.38)

When one wants to generate a network with a very large number of

nodes, such that n→∞, then, by the law of large numbers, the degree dis-

tribution of a node follows a normal distribution N (nVp,nVp(1− p)). When

n >> 0 and a fixed lambda parameter equal to nVp is set, then the binomial

distribution tends to the Poisson distribution P ois(λ = nVp).

There are other methods for randomly generating graphs. In fact, there

exist methods for generating scale-free networks. The latter have a degree

distribution of the graph nodes that follows a power law function, at least

asymptotically. The famous Barabasi-Albert method, for example, exploits

this type of scale-free network and combines the preferential attachment

mechanism. In a nutshell, when generating the graph, the higher a node’s

degree, the more likely it is to receive new connections. This results in a

dynamic that can be schematised in the phrase "rich-gets-righer".
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Figure 3.5: Erdös- Renyi example.

The figure 3.5 shows an example of the generation of 4 undirected net-

works using the Erdös-Renyi algorithm, holding the number of nodes nV
constant, but varying the probability p.

Once graphs have been created, it is possible to perform operations with

them. First it is necessary to define what a subgraph is. A subgraph of a

graph G(V ,E) is a graph G′(V ′ ,E′) such that V ′ ⊆ V and E′ ⊆ E. Obtaining

subgraphs is very simple, it is sufficient to eliminate some nodes. Trans-

lating this mathematical concept to an example in reality, a subgraph of a

graph representing a company communications network can be a depart-

ment of the company or a small work group. The nodes of the department

(and also their edges) will be included in the larger graph (the company) to

which they belong.

It is also possible to obtain a subgraph, but by eliminating only cer-
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Figure 3.6: Example of a complementary of a graph (centre) and a union

of the graph (left) and its complementary resulting in a complete graph

(right).

tain connections (edges) while keeping the number of nodes within a net-

work constant. This possibility may be common within a company, where,

for example, communication between two departments cannot be allowed,

keeping them strictly separated. Other natural operations for graphs are

the union of two graphs and the intersection between graphs. A union oc-

curs when taken G1(V1,E1) and G2(V2,E2), the union G1 ∪ G2 is a graph

G3(V2,E3) such that the set of nodes V3 = V1 ∪ V2 and the set of edges is

E3 = E1 ∪ E2. Conversely, the intersection of G1 ∩G2 gives another graph

G4(V4,E4) such that V4 = V1 ∩V2 and E4 = E1 ∩E2.

A further example of an operation possible with graphs is the comple-

ment of a graph. This graph is obtained by considering the same starting
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nodes as the original graph, but the set of edges must be the complemen-

tary Ē of the set of starting edges E. An example of this operation can be

seen in figure 3.6.

But what is the relationship between a graph and the spread of commu-

nication within it? Definitions such as walk and path come to the rescue.

A walk of length ℓ is a subgraph of the source graph that contains exactly

ℓ edges. It differs from the path which has no repeated nodes and conse-

quently has all different edges. With these definitions it follows that two

nodes can be said to be connected if there is some walk of finite length that

allows the second node to be reached from the first and vice versa. To know

how many walks of length ℓ are possible from node i to node j, it is nec-

essary to raise the adjacency matrix associated with the graph to the ℓ-th

power. For example:

A
4×4

=


0 1 1 0

1 0 0 1

1 0 0 1

0 1 1 0


, A

4×4
· A

4×4
· A

4×4
= [ A

4×4
]3 =


0 4 4 0

4 0 0 4

4 0 0 4

0 4 4 0


(3.39)

3.4 Function make_a_matrix

The previous section introduced two main methods (Erdos-Renyi and Barabasi-

Albert) for the random generation of networks with certain desired charac-

teristics. In this section, a proposal for a function to generate a graph hav-

ing certain characteristics chosen a-priori will be presented. The function

appears as follows:

G = make_a_matrix(num_groups,

size_group,

p_within,

p_between,

num_criticals,

p_criticals,

overlapping,

intensity_overlapping,
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overlapping_quota)

The first parameters of the function are num_groups and size_groups,

which together with the parameters p_within and p_between form the core

of the function. Suppose, for example, that one wants to create a network

that reproduces communication between 5 groups of approximately 20

people each. In this case num_groups would be equal to 5 and size_groups

to 20. The next two parameters can be chosen at will, but the underlying

assumption is that communication within groups is more frequent than

communication between groups. To replicate this concept in the algorithm

by which the function shapes the matrix, it is sufficient to choose a param-

eter p_within greater than p_between. These two parameters, being prob-

abilities, must necessarily be between 0 and 1. In the Equation 3.40, one

can see how the algorithm proceeds. While it is true that the parameters

are fixed, it is equally true that the subgraphs that are aggregated are ran-

domly generated and thus the groups will all be different from each other,

by construction. First, the algorithm creates a matrix of adjacency matri-

ces of Erdös-Renyi graphs (n = size_groups,p = p_within), size_groups

by size_groups on the main diagonal. All other matrices of the largest

starting matrix will be set equal to zero.

M(I)

(ng+sg)×(ng+sg)
=



ER
sg×sg

0
sg×sg

· · · 0
sg×sg

0
sg×sg

ER
sg×sg

· · · 0
sg×sg

...
...

. . .
...

0
sg×sg

· · · 0
sg×sg

ER
sg×sg


(3.40)

The next step can be seen in the Equation 3.41. The matrices of ze-

ros are replaced with matrices in which the elements are extracted from a

Bernoulli with parameter p_between.
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M(II)

(ng+sg)×(ng+sg)
=



ER
sg×sg

A12
sg×sg

· · · A1,ng
sg×sg

AT
12

sg×sg
ER
sg×sg

· · · AT
2,ng

sg×sg
...

...
. . .

...

AT
1,ng

sg×sg
· · · AT

2,ng
sg×sg

ER
sg×sg


(3.41)

Since the adjacency matrices of undirected graphs must be symmetri-

cal, it will only be necessary to generate the matrices above the main diag-

onal and transpose them to the correct position at the bottom of the largest

adjacency matrix. In this way one is sure, by construction, that symmetry

is maintained.

In the Table 3.1, the parameters of two examples can be read, and the

results (suitably transformed from adjacency matrices to igraph objects)

can be viewed in Figure 3.7.

Table 3.1: Examples of 2 random graphs generated using make_a_graph

function.
Parameter Example A Example B

size_group 20 10

num_groups 3 5

p_within 0.8 0.9

p_bewteen 0.1 0.2

Critical nodes Until now, undirected graphs formed by groups of fixed

numerosity and connected with with any intensity within groups and be-

tween distinct groups have been created. The make_a_matrix function also

allows intruding nodes, called criticals that symbolise particularly delicate

structures of a company. This may be the case for particularly delicate

servers, databases, or PCs, whose damage could be far greater than for a

"normal" node. To add any number of critical nodes, simply start from the

Equation 3.41 and expand it. By assumption of the model the critical nodes

are never connected to each other, but rather are connected with a probabil-

ity p_criticals with the other groups. In continuity with the previous
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Figure 3.7: Example A and Example B

steps, this M(III) matrix must also be symmetric at the end of the step.

M(III)

(ng+sg+nc)×(ng+sg+nc)
=



M(II)
(ng+sg)×(ng+sg)

C
(ng+sg)×nc

0 · · · 0

CT
(ng+sg)×nc

...
. . .

...

0 · · · 0


(3.42)

Further mathematical details of the step can be seen in the Equation

3.42. An example of a graph with 60 nodes divided into 3 groups and 2

critical infrastructures can be seen in Figure 3.8. The make_a_matrix func-

tion allows (with a lot of flexibility) to choose how intense the communica-

tions of the critical nodes should be with the rest of the network. As will be

seen in the rest of the dissertation, since the damage of the critical nodes

assumed to be much greater than a normal node, the greater the intensity

of the links, the greater the overall damage to the network could be.

Overlapping So far, graphs have been created given a number of groups

and with desired properties such as the intensity of communication within

the same group and between distinct groups. Another feature of the make_a_matrix

function that gives it additional flexibility is the possibility of overlapping
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Figure 3.8: Graph with 2 critical nodes/infrastructures

between groups. In fact, one could have a situation in which two groups of

employees formally belong to different departments, but have such dense

and recurring communications that, at first glance, they cannot be distin-

guished from one another or from other groups. This can be a very common

case and it is therefore good that the function provides for this feature. The

overlapping parameter is simply a variable of type logical. If it is equal to

TRUE, the other two parameters, which are overlapping_quota and in-

tensity_overlapping, are read. The first allows to choose the percentage

of groups in the graph that have overlapped with other groups. Specifi-

cally, the function takes all possible combinations of two from the vector

of groups. For example, given 4 groups:

> vector_groups <- 1:4

> combinations <- t(combn(vector_groups,2))

> combinations

[,1] [,2]

[1,] 1 2

[2,] 1 3
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Figure 3.9: Examples of 4-group graphs without overlapping and with

overlapping

[3,] 1 4

[4,] 2 3

[5,] 2 4

[6,] 3 4

Once all combinations are available, the function extracts the pairs

without repetition and, at the adjacency submatrices of those pairs (i.e.

Aij
np×np

), regenerates the Erdös-Renyi adjacency matrices, this time increasing

the probability p.This does not change either the groups they belong to or

the number of initial nodes, it simply increases the number of connections

between those two extracted groups. An example of a graph with overlap-

ping can be seen in Figure 3.9. The two graphs shown have been generated

with the same parameters, simply the one on the left has no overlapping,

while the one on the right does.

3.5 From an unweighted graph to a weighted graph

As pointed out in [31], it is also very important to use a graph mining ap-

proach (gma) when dealing with graphs and more generally with communi-
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cations within a network. The techniques used by GMA make it possible to

identify patterns and characteristics intrinsic to a graph and thus to anal-

yse it in greater detail. Essential the graph mining approach is the study of

weights. As illustrated above, the weight is simply a number that is usually

assigned to each edge, but can also be assigned to a node. Referring to a

business communication graph, the weight is a measure of the intensity of

communication between two nodes. During the duration of an insurance

contract (e.g. 1 year) an edge between node i and node j only means that

there has been at least one communication between the two nodes during

the observation period. Probably if one does not often receive emails from

an address, one is less likely to click on malicious links or give out personal

information. Conversely, if one exchanges many e-mails with another node,

one is more likely to let one’s guard down.

Being able to calculate the communication intensity and thus a weight

for each edge also makes it possible to simplify a model for the spread

of viruses and malicious attacks in a corporate network. Depending on

certain thresholds and a predetermined risk level chosen by the company,

it is possible to implement connection filtering, removing those sporadic

connections that are not sufficiently harmful in a spreading dynamic. This

activity is very crucial, especially when dealing with a large number of

nodes, and from a computational point of view, as will be shown later on,

these are aspects to be taken into account.

In this dissertation, as was explained earlier, the focus is on trying to

recreate a network that is true to real dynamics, through a flexible model

that is mostly focused on small to medium-sized enterprises. For this rea-

son, it is necessary to identify a method for assigning weights to the gener-

ated edges. There are two macro-approaches in the literature: node-based

method and edge-based method. In this dissertation, a variation of the sec-

ond method described in [31] was used. The basic concept is relatively sim-

ple, for each day of the contract duration, the number of communications

that have taken place are generated according to a certain discrete distri-

bution and, with a certain criterion, these communications are distributed

to the edges. Consequently, during the contract period, some edges may

have a very low weight e.g. 2,3 or even a very high weight such as 2,000
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i.e. about 5 emails per day between the same two nodes.

A proposal for an algorithm to assign weights Suppose that the input is

a total number of internal conversations that occur every day. Assume to

take as the mean of the distribution a number equal to:

E(X̃) = n ∗number of nodes

In this dissertation, this number was used as the mean of a Negative Bino-

mial. This distribution was used because, given the fact that it is a mixture

of the discrete Poisson distribution in the particular case where the struc-

ture variable of the Poisson is a Gamma distribution with equal parameters,

it has greater variability.

In R, the Negative Binomial distribution requires two input variables:

• size which is equivalent to the shape parameter in the case of the

mixture of the Gamma distribution;

• prob which is the probability of success in each trial.

X̃ ∼ P o(n · q̃), q̃ ∼ Gamma(h,h), E(q̃) =
h

h
= 1 (3.43)

X̃ ∼NB(h,p), p =
h

h+n
(3.44)

E(X̃) = n =
1− p
p
· h (3.45)

if n = 20 ·num_nodes⇒ h = n ·
p

1− p
(3.46)

Once the two main parameters of the Negative Binomial distribution

have been identified (using the equations written above), it is possible to

use them to generate the number of communications occurring each day in

the network and redistribute them in the edge list of the starting graph. To

extract the edges of the nodes where communications occur, one can use

the sample function of R. To add even more variability and avoid, using

the default parameters of the function, that on average all edges have the

same number of communications per day, one can specify a custom vector
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Figure 3.10: Histograms of total number of daily communications.

of probabilities. The vector can be calculated using either a Uniform dis-

tribution or a Beta distribution. Following this approach, each day, one will

have edges that have had many more communications than others, for the

same total daily communications.

In the Figure 3.10 one can see two examples of histograms obtained by

simulating the total number of communications occurring in a day using

either a Poisson distribution or a Negative Binomial distribution. As can be

seen, the histogram in the case of the Poisson is very concentrated around

the mean, whereas the second allows for greater variability in the results.

It is easy to imagine that during the year there may be periods of more

intense communications. However, the model is flexible and, if desired, a

uniform distribution can be assumed.

With this approach, however, given a high number of communications
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Table 3.2: Example of daily weights for the 10 edges.
Edge Frequency Edge Frequency

1 4 13 1

3 3 14 1

7 5 16 1

9 7 17 2

12 2 19 2

Figure 3.11: Example of boxplot and histogram of annual weights.

and given a not so high number of edges, the probability of each edge be-

ing affected by at least one daily communication would be too high. In

reality, many communications between certain edges occur only a couple

of times a year and are often unidirectional. To overcome this problem,

when simulating the number of communications on an i-day, one can ex-

tract with a binomial which edges will be affected by a communication (1)

and which will not (0). In this case, as the chosen parameters of the Bino-

mial Distribution change, it will be possible to distribute the total number

of communications among a greater or lesser number of edges.

Table 3.2 shows an example of an extraction for 10 edges on an i-th
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day. As can be seen, edge 1 was affected by 4 communications, edge 12 by

2 communications and so on. In Figure 3.11 one can see the histogram of

the weights for a network of about 70 nodes, assuming an average of 20 ∗
(number of nodes) communications per day. A strong positive asymmetry

can be seen from the histogram, from which it can be deduced that only a

small subset of edges have a high weight, while most have a lower weight.

What is important is that, given the structure of the graph, it is possible in

the context of policy pricing to personalise the assignment of weights and

make it customer-specific. To simplify the structure of the network as well,

one can also imagine eliminating all those edges that have a weight below

a certain threshold and thus classify them as non-significant.

3.6 Epidemiological models for cybersecurity insur-

ance

Up to this point, a method was described for generating random graphs

that have certain characteristics as much in common as possible with a

business communication network. The weights are then assigned to the

edges according to a certain criterion. In this section, methods for reflect-

ing and simulating an infectious dynamic within a company will be dis-

cussed. The purpose is quickly stated: an attempt is made to simulate

infection between the company’s nodes (criticals and non-criticals) and to

simulate the possible damage due to these attacks during the policy cover-

age period. The insurer or underwriter will then be able to identify, thanks

to the simulations, a premium to cover the expected losses.

The first works in the literature concerning the study and modelling

of infections and their dynamics in a population are now almost a century

old. See for example the [15] pioneering work of 1927.

The epidemiological models used to study computer-related infections,

however, are quite recent. They started to spread with the malicious spread

of viruses such as worms. See, for instance, the article of [19], which anal-

ysed years of infection data on the ’Conficker’ worm, which exploited and

still exploits windows vulnerabilities to transmit itself from device to de-
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Figure 3.12: Infection-recovery scheme for a node ℓ

vice, also thanks to external media such as USB pen-drives. The work, on

the other hand, that has been directed not only at the study of infections in

a corporate system, but also at the pricing of insurance products is more re-

cent and is still considered pioneering work. See, for example, the articles

by [16], [30], [12] and [26].

In this dissertation, an epidemiological model will be presented that

takes inspiration from the [30] and [31] models by implementing appro-

priate modifications.

In order to translate the dynamics of infection within a network into

mathematical concepts, it is necessary to introduce a variable relating to

each node and each time instant considered: the status of a node. Given

an undirected and weighted graph at a certain time instant t a node in the

graph is defined as secure if it is not currently under attack, but is vulner-

able/susceptible to an attack. Conversely, a node is said to be infected if it

has been the victim of an attack (or is still under attack) and one must wait

for the necessary time to restore its functionality. The time variable can in-

stead be considered discretely or continuously. In this dissertation, it will be

considered as a continuous variable. At each time instant t, it is therefore

necessary to know the status of each node and, by extension, the status of

the network.

The status of a graph G(V ,E) can be represented in mathematical terms

by a vector of realisations of random variables of length nV :
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(
I1(t), I2(t), . . . , InV (t)

)
(3.47)

such that

Ĩℓ(t) =

Iℓ(t) = 1, infected

Iℓ(t) = 0, secure
(3.48)

It represents the status of the ℓ-th node. It is equal to 1 when the node

is infected and is equal to 0 when the node is secure but susceptible to

infection.

For this reason, it is important to know for each node and for each time

instant the probability vector:(
p1(t),p2(t), . . . ,pnV (t)

)
(3.49)

such that

pℓ(t) = P (Iℓ(t) = 1) (3.50)

An attack may come from a threat within the network itself or from

outside. For instance, consider the case where a malicious link is opened

from an address outside the organisation. In this case, the attacker could

take control of the company’s internal email list and also the account of the

victim. The threat from this point would then be an inside threat. Figure

3.12 shows how an attack and recovery of a generic node is modelled. At

instant t = 0, node ℓ is secure, but susceptible to an attack. At a certain

instant t = 1, the node is the victim of an attack and instantaneously suffers

L1 damage. From then on until t = 2 the node is considered not susceptible

to further attacks and needs time (also random) for repairs. Repair also has

a cost (R1). At t = 2 the node becomes secure again, but susceptible and at

t = 3 it suffers a second attack and further damage L2
3. Then time elapses

for the recovery process (and another recover cost R3) and the node returns

secure etc.
3It should be noted that the notation t = 2 and t = 3, for example, does not mean that

only one instant of time has elapsed e.g. 1 day, but can be a fraction of a day as well as tens

of days.
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This type of infection dynamics in epidemiology is called the SIS model.

In the field of cyber infections, it has been studied in depth by [26] and [29].

More generally, the ε − SIS model is a variation of the SIS epidemiologi-

cal model. They are three so-called compartmental models because precise

assumptions are made to simplify the dynamics of infection (usually of

infectious diseases, but the same reasoning extends to computer viruses

and hacker attacks) and they are called compartmental models because the

population is divided into a few distinct categories. Within them, however,

the characteristics are the same.

In the case of the SIR model, the compartments considered are Sus-

ceptible, Infectious and Recovered. In this case, once a node is recovered

it gains an immunity that may be more or less long. Extending this to an

insurance contract, if an SIRmodel were used, a PC once infected could no

longer be infected again during the contract term. However, this situation

is unrealistic. For this reason, it is more advisable to use a SIS model, i.e.

Susceptible, Infectious and Susceptible. In the epidemiological/medical

field, this situation exists with viruses such as influenza or the common

cold, which often give such a short-lived immunity that it can almost be

disregarded. In cyber insurance, an SIS model allows a node, once cured,

to be immediately reinfected. The parameters used in the SIS model are β

and δ. β is the parameter describing the dynamics of infection, while δ is

the parameter describing the dynamics of recovery. In classical modelling,

the infection/recovery process is seen as a renewal reward process.

The renewal reward process is a generalisation of the Poisson process.

The difference between the two is that although the holding times must be

i.i.d. (independent and identically distributed), with finite mean and with

positive support, the renewal reward process admits distributions other than

the exponential. Consequently, when exponential distributions are used,

one is dealing with a Markov Model (M), vice versa with a Non-Markov Model

(N).

Markov Model In this case (M) the infection process per link is a Poisson

process with rate β and the recovery process is a Poisson process with rate

δ. An extension of the SIS model is the ε − SIS model. ε then becomes
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the rate parameter of a Poisson process that simulates the (self) infection

of the outside of the network. Each node can therefore at any instant in

time, if secured, be infected either by infected neighbours (i.e. other nodes

with which it communicates) or by a threat outside the network, and this

is where the epsilon parameter comes into play.

In formulæ:

Iℓ(t) : 0→ 1 at rate β
∑n
i=1 aℓiIi(t) + εℓ

Iℓ(t) : 1→ 0 at rate δℓ
(3.51)

Thus it follows that the status for node ℓ at time t goes from 0 to 1

considering a rate that is a function of the parameter β (constant for all

nodes), the adjacency matrix (the ℓ-th row) and the status of the neigh-

bouring nodes as well (Ii(t)) as the self infection rate ε. The latter may vary

as the node considered varies or be held constant. The transition of sta-

tus from 1 to 0 (i.e. the recovery of the node) is solely a function of the

rate δℓ which may vary as the node varies or be held constant for all nodes.

Such a Markov Model, however, does not allow for much customisation.

The nodes are essentially all considered the same and the weights of the

edges are not taken into account in any way. This means that there is no

difference if one node communicates with another that is infected but has

a weight of 1 or 2000. This is implausible in reality since a phishing or so-

cial engineering attempt is much more likely to succeed if one is contacted

by people with whom one is more likely to let one’s guard down and with

whom one feels safer. It is unlikely that one will give up his/her creden-

tials to a contact in the company that he/she hears from very occasionally.

The advantages of this model, however, are its simplicity and interpretabil-

ity. The parameters to be calibrated are few and can be easily explained to

those who have no particular expertise in networks and/or epidemiological

models.

In the Figure 3.13, the two SIS and ε − SIS schemes can be seen in

comparison. From the ε−SIS model, one can truly understand why a line of

business such as cybersecurity insurance can be a difficult LoB to price. The

ε rate means that the graph is under constant threat from the outside and it

68



Figure 3.13: SIS and ε − SIS models

is therefore not enough just to monitor internal company communications.

Non-Markov Model This model is more general and therefore more cus-

tomisable and has been adopted in this dissertation. In a nutshell, in a

Non-Markov model the time to infection for any node at any time instant

is given by the minimum of the times to infection generated by random

variables Ỹ1, . . . , ỸDℓ (where Dℓ are the infected neighbours of the node ℓ)

and Z̃ℓ which is the self infection time (for threats from outside the net-

work):

T̃ℓ = min
(
Ỹ1, . . . , ỸDℓ , Z̃ℓ

)
(3.52)

The recovery time for an infected node is Rv. It is important to note that

even in the non-markov model, once a node has been infected, it cannot

suffer further attacks until it is restored.

A proposal From the previous Markov models [31] described two further

generalisations: theH−SIS andHG−SIS models. The scheme of these two

models is depicted in Figure 3.14.

The first is a heterogeneous SIS model. Basically, it is the same as the

SIS model, but the beta rates are different for each link. The underlying

rationale is that the rate should be larger the greater the intensity (weight)

of the link between two nodes. This is because it is assumed that the prob-

ability of infection increases if the two nodes communicate a lot with each
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Figure 3.14: H − SIS and HG − SIS model.

other and thus the times to infection are reduced. The second model is the

HG−SIS and is basically an H −SIS model, but with self infection proba-

bility. So the betas change depending on the link considered and each node

has a self infection probability. The betas in all 4 epidemiological models

considered remain constant.

The downsides of these last two models are that instead of having to es-

timate and 3 parameters, it is necessary to estimate as many betas as there

are edges in a graph. This is potentially a large number of estimates to

be made. This is why [31] has proposed a method to greatly simplify this

procedure. Basically, one chooses a minimum and maximum beta value

and by means of a sigmoidal transformation one obtains a matrix of betas.

It is a matrix because one has a beta for every 1 in the adjacency matrix of

the graph considered. Since by hypothesis it is considered an undirected

graph, the betas above the main diagonal of the matrix remain to be esti-

mated. It goes without saying that at the 0s of the adjacency matrix there

is also a weight of zero, while the minimum weight value of an edge is 1.

The proposed transformation is a function of the weight of the edge

considered, the minimum and maximum beta and the value of k:

f (wij ) =

0, wij = 0
β−δβ

1+exp(−k(wij−w̄)) + δβ , wij > 0
(3.53)
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w̄ =
1

2 · |E|

∑
i,j

wij (3.54)

k =
1
σ

(3.55)

σ =

∑
i,j
|wij − w̄|

2 · |E|
(3.56)

B
nV×nV

=



0
β−δβ

1+exp(−k(w12−w̄)) + δβ · · · β−δβ
1+exp(−k(w1nV −w̄)) + δβ

β−δβ
1+exp(−k(w21−w̄)) + δβ 0 · · · β−δβ

1+exp(−k(w2nV −w̄)) + δβ
...

...
...

...
β−δβ

1+exp(−k(wnV 1−w̄)) + δβ
β−δβ

1+exp(−k(wnV2−w̄)) + δβ · · · 0


(3.57)

The new beta values may differ depending on the edge and the desired

interaction. It is indeed possible (and will be used in the simulations) to

consider different (minimum and maximum) beta values depending on the

node type. If, for example, a critical node is considered, one can consider

smaller minimum and maximum betas in absolute value than those used

for "normal" nodes. Then, always applying the sigmoidal transformation

according to weight, it will be possible to obtain minimum and maximum

beta values and smaller average times to infection.

Thanks to this particular type of transformation, one can obtain prop-

erties relating to betas that are of interest. Four of these are identified in

[31] and are mostly asymptotic results:

• max(βij ) = β ∧min(βij ) = δβ : this is a trivial result and is valid by

construction;

• if wij → w̄∧ σ > 0⇒ βij =
β+δβ

2 ;

• if wij →∞∧ σ > 0⇒ βij = β

• if wij → 0∧ σ > 0∧ w̄ >> 0⇒ βij = δβ

As can be seen from Figure 3.15 as β changes, the times to infection

generated by the distributions change. The same reasoning can also be ex-

tended to the δ and ϵ parameters. In the figure, two classic distributions
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Figure 3.15: Exponential vs Weibull distributions
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Figure 3.16: Weibull p.d.f. with different shape values.

have been taken into consideration to generate the times. The first is an

exponential. It can be seen that as β decreases, the mean of the distribu-

tion increases and consequently the times to infection. The same reasoning

applies to the Weibull distribution, which, unlike the exponential distribu-

tion, makes it possible to act not only on the mean but also on the skewness

of the distribution by means of the shape parameter. This can be seen in

Figure 3.16.

3.7 Weibull Distribution

In this section, the aim is to justify the use of the Weibull distribution to

generate times to infection or times to recovery. The formulae that will be

illustrated will apply in particular to infection times (and thus linked to

the parameter β), but the same reasoning can be made for self infection

times and recovery times (hence the ϵ and δ parameters).

Given a random variable X̃, it is distributed as a Weibull(α,σ ) if it has
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the following probability density function (p.d.f.) and cumulative distri-

bution function (c.d.f.):

fX̃(x) =
(
α

σ

)
·
(
x

σ

)α−1

· exp
{
−
(
x

σ

)α}
(3.58)

=
(
α
1
β

)
·
(
x
1
β

)α−1

· exp
{
−
(
x
1
β

)α}
= (3.59)

= (αβ) · (xβ)α−1 · exp{−(xβ)α}, x,α,β,σ > 0 (3.60)

FX̃(x) = 1− exp
{
−
(
x

σ

)α}
(3.61)

= 1− exp
{
−
(
x
1
β

)α}
(3.62)

= 1− exp{−(xβ)α}, x,α,β,σ > 0 (3.63)

The parameter α is called shape parameter while the parameter σ is

called scale parameter. They must both be greater than zero and the sup-

port SX̃ of the random variable X̃ is also defined in [0,∞]. The Weibull

distribution is much more flexible than the exponential distribution. It can

also be seen from the c.d.f. that setting the alpha parameter equal to 1 leads

back to the c.d.f. of an exponential distribution.

E[X̃] = σ · Γ
(
1 +

1
α

)
= (3.64)

=
1
β
· Γ

(
1 +

1
α

)
(3.65)

σ2
(
X̃

)
= σ2

[
Γ

(
1 +

2
α

)
−
(
Γ

(
1 +

1
α

))2]
= (3.66)

=
1
β2 ·

[
Γ

(
1 +

2
α

)
−
(
Γ

(
1 +

1
α

))2]
(3.67)

γ(X̃) =
Γ
(
1 + 3

α

)
− 3Γ

(
1 + 2

α

)
Γ
(
1 + 1

α

)
+ 2 ·

(
Γ
(
1 + 1

α

))3

[
Γ
(
1 + 2

α

)
−
(
Γ
(
1 + 1

α

))2] 3
2

(3.68)

For the sake of simplicity, the formulas have also been given by replac-

ing the parameter σ with 1
β , as it is precisely the latter that will be used
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Figure 3.17: Movements of mean, variance and skewness as β and α change

(In grey the exact quantities, in blue the simulated quantities).

for interpretation purposes in the HG−SIS model. The same formulas can

also be derived with the δ and ϵ parameter. From Equation 3.64 to Equa-

tion 3.68 it is also possible to see the formulae for the principal moments

of the Weibull distribution, also as a function of beta.

From both the equations and Figure 3.17, it is possible to see the trends

in mean, variance and skewness as the beta parameter changes. Specifi-

cally, it can be seen that as beta increases, both mean and variance tend to

zero, while skewness is independent of the beta parameter. From a prac-

tical point of view, it can be deduced that choosing a very small beta (or

delta or epsilon) in the parameterisation of the epidemic model will lead

to large averages of the times to infection, but consequently also to greater

variability in the simulations.
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3.8 Cost and recovery functions

When a node (critical or non-critical) becomes infected or healthy again,

the cost of the event must be calculated. In the case of loss due to infection

(or self infection) of a single node, one must model the cost of the loss,

which, depending on the contractual conditions of the policy one intends

to price (and the information available) may cover the material damage

to the PC, the damage to third parties, the economic cost due to the loss

of data, etc. In the case of the recovery process, on the other hand, the

loss is the cost necessary to re-establish the functionality of the node. It

goes without saying that these costs vary widely depending on the type of

information handled, the type of attack suffered, the sector of the company

involved, etc. In this dissertation, the only important distinction made is

between critical and non-critical nodes.

For non-critical nodes, it is essential to introduce the Beta distribution

that is the foundation of both loss cost and recovery cost modelling.

Beta Distribution Beta distribution is widely used in the actuarial field.

Its main characteristic is its limited positive support. In its classical for-

mulation, the support of X̃ ∼ Beta(a,b) is SX̃ ∈ (0,1). Thus, assuming that

an object is insured for a monetary value of 1, the Beta distribution can be

used to simulate the economic loss due to a claim. In this way, it will never

be possible to obtain a claim greater than the insured object value itself.

B(a,b) =
∫ 1

0
ta−1(1− t)b−1dt =

Γ (a)Γ (b)
Γ (a+ b)

(3.69)

fX̃(x) =
Γ (a+ b)
Γ (a)Γ (b)

xa−1(1− x)b−1; 0 < x < 1 (3.70)

The following equation refers to the probability density function (p.d.f.)

of the random variable X̃ distributed as a Beta of parameters a and b. Us-

ing the p.d.f., it is possible to derive the moment of order k of the random

variable:
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E

(
Xk

)
=

∫ 1

0
xk

Γ (a+ b)
Γ (a)Γ (b)

xa−1(1− x)b−1dx (3.71)

=
∫ 1

0

Γ (a+ b)
Γ (a)Γ (b)

xa+k−1(1− x)b−1dx (3.72)

=
Γ (a+ k)
Γ (a)

Γ (a+ b)
Γ (a+ b+ k)

∫ 1

0

Γ (a+ b+ k)
Γ (a+ k)Γ (b)

xa+k−1(1− x)b−1dx (3.73)

=
Γ (a+ k)
Γ (a)

Γ (a+ b)
Γ (a+ b+ k)

(3.74)

By replacing k with 1,2 and 3, it is possible to derive the expected value

E(X̃), variance σ2(X̃), coefficient of variability CV (X̃) and skewness γ(X̃)

of the random variable X̃. As can easily be seen, all these characteristics

depend on both parameters, which are therefore crucial in the calibration

phase.

E(X̃) =
a

a+ b
(3.75)

E

(
X̃2

)
=

a(a+ 1)
(a+ b)(a+ b+ 1)

(3.76)

E

(
X̃3

)
=

a(a+ 1)(a+ 2)
(a+ b)(a+ b+ 1)(a+ b+ 2)

(3.77)

E(X̃) =
a

a+ b
(3.78)

σ2(X̃) =
ab

(a+ b)2(a+ b+ 1)
(3.79)

CV (X̃) =
σ (X̃)
E(X̃

=

√
b

a(a+ b+ 1)
(3.80)

γ(X̃) =
2(b − a)

√
a+ b+ 1

(a+ b+ 2)
√
ab

(3.81)

It is possible, however, to obtain a random variable Ỹ in such a way

that its support SỸ ∈ (0,w) is always defined positive, but is also greater

than 1. When signing a policy, for example, one could insure each ’simple’

node in the network up to a value of 1000 − 1500 euros. In this way, in

the event of infection, the loss would be superiorly limited thanks to the

use of this Beta random variable. Below are the formulae of the probability

density function (p.d.f.), cumulative distribution function (c.d.f.) and the
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main characteristics of Ỹ such as mean E(Ỹ ), variance σ2(Ỹ ), coeffient of

volatility CV (Ỹ ) and skewness γ(Ỹ ).

Ỹ = w · X̃ (3.82)

SỸ = (0,w) (3.83)

fỸ (y) =
Γ (a+ b)
Γ (a)Γ (b)

( y
w

)a−1 [
1−

( y
w

)]b−1 1
w

0 < y < w (3.84)

=
Γ (a+ b)
Γ (a)Γ (b)

1
wa+b−1

ya−1(w − y)b−1 (3.85)

FỸ (y) =
∫ y

w

0

Γ (a+ b)
Γ (a)Γ (b)

ta−1(1− t)b−1dt 0 < y < w (3.86)

E
(
Y k

)
= wkE(X) (3.87)

E(Ỹ ) = w
a

a+ b
(3.88)

σ2(Ỹ ) = w2 ab

(a+ b)2(a+ b+ 1)
(3.89)

CV (Ỹ ) =

√
b

a(a+ b+ 1)
(3.90)

γ(Ỹ ) =
2(b − a)

√
a+ b+ 1

(a+ b+ 2)
√
ab

(3.91)

It is interesting to note that characteristics such as the coefficient of

variability and skewness are independent of the parameter w (upper ex-

tremity of the support). Obviously, other distributions for "simple" nodes

could also be used in the pricing phase and provide for maximum limits as

well as deductibles.

Cost and recovery function for non-critical nodes As a further customi-

sation to model the loss due to infection of a common node [30] introduced

cost and recovery functions. The former depends only on the loss lv and an

arbitrarily chosen parameter c, while the latter is a function of the node’s

initial wealth (e.g. 1000−1500 euros, consistent with the chosen Beta distri-

bution parameters) and the recovery time rv required to re-establish func-

tionality. Also in this case, there are two arbitrarily chosen parameters c1

and c2.
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Figure 3.18: Histograms of cost and recovery functions.

ηv(lv) = c · lv (3.92)

ρv(wv , rv) = c1 ·wv + c2 · rv (3.93)

In the Figure 3.18 the histograms of the loss L̃v and the cost function

ηv using a parameter c = 0.5 can be seen. As can be seen, having chosen

a very simple cost function in this case, it maintains the shape of the dis-

tribution and positive skewness. Even by generating recovery times with a

Weibull of parameters 2 and 1/0.03, it is possible to obtain the histogram

of the recovery cost function. Again, it can be seen that the simplicity of

the function chosen retains the shape of the starting distribution. In both

cases, these are simple linear transformations of random variables.
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Cost function for critical nodes - LogNormal Distribution For criticals

nodes (such as servers, particularly critical and sensitive computers, databases,

etc.) a different claims distribution was chosen. The underlying rationale

is that in this case there is not only a problem of the cost of the attacked de-

vice, but of damage to third parties, reputational damage etc. Think of the

case where the system that runs the production machinery in a manufac-

turing company goes down. In this case, it would no longer be a problem

of the device of the single employee who would be unable to work, but it

would be a problem that would have much wider and more difficult conse-

quences to solve.

As will also be seen in the next section of this dissertation, critical nodes

will be more difficult to infect than "common" nodes, but they will also have

a much, much longer recovery time, precisely because it is often necessary

to call in third-party assistance and, in the case of e.g. data encryption due

to a ransomware attack, the critical node’s "recovery" time can be longer. A

single cost and recovery function was chosen, which is based on the Log-

normal distribution. In the following Equations, one can see the probability

density function (p.d.f.) and cumulative distribution function (c.d.f.) of a

random variable Ỹ such that the logarithm of Ỹ is distributed as a Normal

with mean µ and variance σ2:

fX̃(x) =
1

σ
√

2π
e−

(x−µ)2

2σ2 −∞ < x <∞, Normal (3.94)

fỸ (y) =
1

yσ
√

2π
e−

(log(y)−µ)2

2σ2 0 < y <∞, Lognormal (3.95)

FỸ (y) =
∫ y

0

1

tσ
√

2π
e−

(log(t)−µ)2

2σ2 dt (3.96)

Using the generating function of the momentsMỸ (t) and cumulants ΨỸ
of the random variable Ỹ , it is possible to derive the main characteristics of

this variable such as mean E[Ỹ ], variance σ2(Ỹ ), standard deviation σ (Ỹ ),

coefficient of variation CV (Ỹ ) and skewness γ(Ỹ ):
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αt = E(Ỹ t) = e[µt+(1/2)σ2t2] (3.97)

E(Ỹ ) = e

[
µ+ σ2

2

]
(3.98)

σ2(Ỹ ) = e[2µ+2σ2] − e[2µ+σ2] =
(
eσ

2
− 1

)
e[2µ+σ2] (3.99)

σ (Ỹ ) =
√

eσ2 − 1e[µ+ 1
2σ

2] =
√

eσ2 − 1E(Y ) (3.100)

CV (Ỹ ) =
√

eσ2 − 1 (3.101)

γ(Ỹ ) = CV (Ỹ )(3 +CV (Ỹ )2) (3.102)

These characteristics are essential when calibrating the model and pric-

ing the policy. Indeed, the insurer will have to choose which mean to give

to the distribution, as well as the variance, etc. This is not easy as these

values clearly depend on the sector of the company to be insured, its size,

resilience to cyber risk and many other factors.

Figure 3.19: Different p.d.f. of a lognormal distribution as the coefficient

of variation changes.
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As can be seen from Figure 3.19, the choice of the parameters of a log-

normal distribution has a great impact on its distribution and its tail. In-

deed, it is well known from actuarial theory that such a distribution (or

Gamma distribution or Pareto distribution) is used when one wants to

model the loss of very long-tailed claims. The Figure shows how the CV (X̃)

of the distribution affects its variance and skewness.

Normally in an insurance contract there are policy limits and deductibles.

In a somewhat simplified way, a truncated lognormal distribution can be

used. In this way, by setting a ceiling, it is possible to simulate claims that

never exceed that ceiling and thus influence the overall premium, which

would decrease.

3.9 The simulation Algorithm

The model used for the simulations in this dissertation is an inspiration

from the Non-Markov model of [30] and the HG − SIS model of [31] with

appropriate distinctions between critical and non-critical nodes.

The objective is to simulate the cumulative loss during the entire time

span of the insurance contract. For each node v and at each time instant t,

it is in fact possible to calculate:

sv(t) =
Mv(t)∑
ℓ=1

[
ηv(Lv,ℓ) + ρv(Wv ,Rv,ℓ)

]
(3.103)

where ηv is the cost function due to infection (or self infection), ρv is

the recovery process function, Lv is the node loss, Wv is the initial wealth

of the node and RV is the length of the service slowdown. In this way, at

time instant t, the cumulative loss of node v can be calculated, summing

up the total number of infections of node v up to time instant t: Mv(t).

Then considering all nodes and summing up the cumulative loss up to

instant t for all nodes in the network, one obtains:

S(t) =
N∑
v=1

sv(t) =
N∑
v=1

Mv(t)∑
ℓ=1

[
ηv(Lv,ℓ) + ρv(Wv ,Rv,ℓ)

]
(3.104)
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In Altorithm 1 one can see the behaviour of the algorithm. First it

starts with the network dataset where all the main information is avail-

able: the group to which a node belongs, the distinction between critical

and non-critical nodes, the node ID and in general all possible attributes

of the nodes. Next the number of simulations to be carried out is needed,

the parameters required for the distributions such as the beta matrix (in

the case of the HG-SIS model), the deltas and epsilons distinguished for

critical and non-critical nodes. In order to calculate the loss due to infec-

tion and the loss in the event of recovery, the parameters of the relevant

distributions, distinguished for critical and non-critical nodes, are also re-

quired. The underlying rationale is simple, an attempt is made to simulate

recovery times (for infected nodes at a given time instant) and infection and

self-infection times for all others. Then one sees which event happens be-

fore the others and increases the time for that minimum time instant. If the

first event to occur is a recovery time then the status of the corresponding

node is changed and the loss is calculated using the appropriate recovery

function. Conversely, if an infection (or self infection) occurs, the loss is

calculated with the appropriate cost function, remembering to distinguish

between critical and non-critical nodes.

For each secure node, the infected neighbours must always be identified

and, by summing up the betas in the row corresponding to the node under

examination and in the columns corresponding to the IDs of the infected

neighbours, the time of self-infection is simulated from a Weibull. In this

way there is a double effect taken into account. The times to infection will

be the lower the greater the weight between a node and the infected neigh-

bour, since the sigmoidal transformation of the betas takes place, and the

greater the number of infected neighbours, the lower the times to infec-

tion. In fact, as can be seen in the Equation 3.105 and in the Figure 3.20,

by adding up more beta values (in the figure it is assumed that all betas are

equal) the times to infection on average decreases.

Alternatively, instead of summing up the betas and generating a single

infection time for a given node, it is possible to generate as many times as

there are infected neighbours. In this way, however, it is difficult to take

into account the quantity of infected neighbours because times of practi-
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cally the same distribution would be simulated. In reality, the probability

of infection is probably as great as the number of infected devices with

which one communicates. It is true, however, that at least in [31] the beta

transformation was introduced to at least take into account the Graph Min-

ing Approach and thus the intensity of connection between nodes. In gen-

eral, it can be appreciated that the network topology has a great effect on

the probability of infection, because the more interconnections in the net-

work, the greater the probable infected neighbours and thus the lower the

times to infection for each individual node. Conversely, the self-infection

times are independent of the network topology, and only the calibration of

the parameters required for the chosen distribution is essential.

From a theoretical point of view, with this algorithm it is possible to

’snapshot’ the network situation and infections at each time step of the al-

gorithm. From a practical point of view, if the network is very large, this

results in a very onerous amount of information. For pricing purposes, it is

only necessary to store the cumulative loss per node distinguished between

recovery and loss cost for normal nodes and only loss cost for critical nodes.

In fact, it should be remembered that for critical nodes, a long-tail distri-

bution such as lognormal, Gamma or Pareto is used, which also includes

recovery costs. In the case of recovery of a critical node, therefore, only the

status of the node is changed from 1 to 0 in the algorithm.

β̂ℓ = βℓ,1 + βℓ,2 + · · ·+ βℓ,Dℓ (3.105)

The distributions chosen, the parameters required and their calibration

are essential in an algorithm such as the one presented. Computational

times can increase dramatically if one increases the size of the network

and chooses distributions such that, by minimising the times to recov-

ery/infection, one moves infinitesimal fractions of a day in the algorithm

and simulating all events over the course of a year becomes too onerous.

What is important is to identify the relevant events that lead to material

damage. For this reason, as will be seen in the following chapter, param-

eters were chosen that provide plausible results and simulation times that

are compatible with equipment that is not particularly powerful.
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Algorithm 1 Simulation of a one year contract using and HG-SIS model
Require: Infection rate matrix B, initial status of all nodes, number of simulations nsim,

duration of the contract T , number of groups G, critical flag

for i = 1 to nsim do

while t ≤ T = 365 do

Calculate the number of infected nodes ninf ected,t at time t and find their ID

Calculate the number of secure nodes nsecure,t at time t and find their ID

Generate random recovery time r1, r2, . . . , rninf ected,t according to a Weibull of pa-

rameters αδ and δ

for v ∈ secure nodes nsecure,t do

Determine the infected neighbours and their ID of node v j1, j2, . . . , jdv where

dv is the number of infected neighbours of node v at time t

Sum the corresponding β of infected neighbours

Check whether node v is critical or not

Generate random infection time according to a Weibull of parameters αβ and

βΣ. If critical use αβcritical otherwise use αβ
Depending on whether node v is critical or not, it calculates the self infection

time according to a Weibull of parameters αε and ε or αεcritical and εcritical .

Determine the shortest time for each node v between infection time and self-

infection time: ℓv
end for

Determine time for the first event: t1 = min{r1, r2, . . . , rninf ected,t , ℓ1, . . . , ℓnsecure,t }
if infection occurs then

Change status from 0 to 1 and calculate the loss (based on whether the corre-

sponding node is critical or non-critical)

else

Change status from 1 to 0 and calculate the loss (based on whether the corre-

sponding node is critical or non-critical)

end if

t = t + t1
end while

Return: t, network status, cumulative loss for every node

end for

Output: final status of every node and cumulative loss for every node.
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Chapter 3. A proposal for a one-year contract

Figure 3.20: Weibull p.d.f. with different scale values.

Premium Calculation Calculation of the premium. It was mentioned

earlier that the objective of the Algorithm 1 is to identify the loss cumu-

lated for all nodes in the network considered S(T ). This quantity can also

be regarded as a random variable S̃(T ) and, from a premium calculation

perspective, it is essential to identify the risk premium i.e:

E[S̃(T )] (3.106)

The risk premium is in fact the expected value of the overall compen-

sation to be paid by the insurer over the coverage period. Adding the safety

loadings to the risk premium gives the pure premium.

P = E[S̃(T )] + safety loadings (3.107)

This is the global compensation transferred to the insurer. Safety load-

ings are widely used in actuarial and pricing. It reflects the inherent risk-

iness of the insurance transaction and is a kind of risk premium, but also

reflects the remuneration of the cost of capital.

Safety loading is intrinsically linked to the cost of capital since, due to

the Solvency II directive, the higher the riskiness of the LoB considered,
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the higher the capital requirement and thus the higher the safety loading.

Adding expense loading to the pure premium gives the tariff premium.

This is because the insurance company charges the insured. These include

acquisition expenses, collection expenses and management expenses. Con-

sequently, the premium actually paid is the risk premium, safety loadings,

expense loadings, taxes and any other charges that may be imposed on the

policy.

In this dissertation, only the risk premium and the pure premium will

be calculated. This is because expense charges are very entity specific and

depend on the sales channel of the policies, whether the policy in question

is compulsory or not, whether it is single premium or regular premium etc.

In addition, there are fees that can be considered as an exogenous variable

and therefore out of scope. Two approaches will be used to calculate the

pure premium. The first is the standard deviation principle:

P = E[S̃(T )] +α ·
√
σ2(S̃(T )) (3.108)

Basically, the remuneration for risk is proportional (α) to the standard

deviation of the total cost of claims random variable during the policy cov-

erage period. Note that from a theoretical point of view alpha can also be

negative. Consider the case where an insurance company wants to gain

market share by applying discounting. It is then possible that for limited

periods of time a negative safety loading is applied. A second approach is

to consider the 60− 70th percentile of the total claims cost distribution. In

case of positive skewness of the distribution the 60−70th percentile would

be higher than the average of the distribution.

In the next Chapter two case studies will be analysed.
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Chapter 4

Two case studies

In this chapter, two case studies are analysed and commented on in order to

better summarise and exemplify what was explained in the previous chap-

ter. The focus is on small-medium sized companies, since, as explained

before, the algorithm is onerous in terms of computational time.

4.1 Case Study 1

The first case study is relatively simple. It consists of a network of 77 nodes

of which 75 "simple" nodes and 2 critical infrastructures. Following the

approach described in the previous chapter, given certain desired charac-

teristics, the network was created. The make_a_graph function was used,

using the parameters shown below.

G <- make_a_matrix(num_groups = 3,

size_group = 25,

p_within = 0.8,

p_between = 0.01,

num_criticals = 2,

p_criticals = 0.1,

overlapping = FALSE,

intensity_overlapping = 0,

overlapping_quota = 0)

The 75 simple nodes are distributed in 3 clusters/groups of 25 nodes
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Chapter 4. Two case studies

Figure 4.1: Case Study 1 - Network plot

each. The clusters are internally connected with a probability of 0.8 and

between distinct clusters the connections have a probability of 0.01.

Critical nodes, on the other hand, are connected to other nodes with

a probability of 0.1. As can be seen in the Figure 4.1, the graph reflects

the parameters chosen a-priori. At first glance, it can be seen that there is

much communication within the same group and much less between dis-

tinct groups. , there is no overlapping of clusters in the network. At this

point, however, the graph is still undirected and unweighted, so the con-

nection between two nodes does not reflect the intensity of the connection

itself. By definition, two nodes are connected if during a time span e.g. the

last year, they have been the subject of at least one communication with

each other.

In the Figure 4.1, the numbers represent the (unique) IDs of the nodes,

while the different colours reflect the group membership that is used as an

attribute of the node.

As was explained in the previous chapter, in order to be able to apply

an HG − SIS epidemiological model and replicate an infection dynamic, it
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Figure 4.2: Case Study 1 - Weights histogram

is necessary to use a weighted network. Therefore, using an arbitrary as-

sumption of on average 20 · (number of nodes) number of communications

per day to be distributed for all edges and using a Negative Binomial distri-

bution the weights for each edge of the network were obtained. Obviously,

the minimum weight is 1, since there must have been at least one com-

munication to be connected. The histogram of the weights of the network

under consideration is shown in Figure 4.2. As can be seen, only a small

proportion of the edges have a very high weight. This is due to the strong

positive skewness of the distribution.

Once the weights have been obtained, these can be used in the phase

of choosing the parameters of the distributions for the times to infection.

7 inputs are needed in the case where there is no critical infrastructure

and 14 inputs in the other case. Table 4.1 shows the parameters used in

Case Study 1. As there are two parameters for non-critical betas and as

many for critical nodes. Furthermore, the parameters for critical infras-

tructures are smaller and therefore imply longer times to infection and

self-infection than for normal nodes. In addition, the times to recovery
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Table 4.1: Case Study 1 - Parameters

β 0.03 βcritical β/2

lowerβ 0.01 lowerbetacritical lowerβ/2

ε 0.01 εcritical ε/3

δ 0.1 δcritical δ/1.5

αβ 3 αβcritical 3

αε 3 αεcritical 3

αδ 3 αδcritical 3

and to re-establish node functionality are also longer. They can be param-

eterised according to the needs of the insurer and can be entity specific.

The other parameters are the parameters needed for the Weibull distribu-

tion and a value of 3 allows for a somewhat less symmetric distribution.

As an alternative, one can use only 8 parameters and replace the Weibull

distribution with the Exponential distribution.

Figure 4.3: Case Study 1 - Betas boxplot

Once the lower and upper limits of beta have been determined, it is
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possible to apply the sigmoidal transformation described in the previous

chapter and thus obtain a beta for each "1" in the adjacency matrix. Once all

betas required for the chosen epidemiological model have been calculated,

one can observe the respective boxplots in Figure 4.3. As can be seen, they

reflect the desired properties of the sigmoidal transformation. They lie

between a minimum and a maximum and vary with the respective weight

of the edge considered.

Figure 4.4: Case Study 1 - Beta, delta and epsilon time-distributions

In Figure 4.4, on the other hand, one can see the consequences of the

chosen parameters in the form of histograms of infection times. For the

betas, the average of the betas obtained by the sigmoidal transformation

was used for convenience. Clearly, what is of interest in Algorithm 1 is

to minimise all the times generated by the distributions, and consequently

the left tail of the distributions considered is of interest.

93



Chapter 4. Two case studies

Figure 4.5: Case Study 1 - Boxplot of loss cost if node not critical

The results were then analysed. What is interesting from the point of

view of policy pricing are the claims costs. Loss costs and recovery costs

for non-critical nodes can be seen in Figure 4.5 and in Figure 4.6. Cost

functions equal to:

ηv (lv) = 0.5 · lv
ρv (wv , rv) = 0.2 · 1000 + 2 · rv

and using an initial wealth for each node of EUR 1,000. The distribu-

tion chosen for normal nodes is the 4-parameter Beta distribution. As can

be seen from the graph, it is not uncommon for nodes to have had more

than one infection during the policy’s period of coverage, and consequently

damage may be even greater than the node’s initial wealth, even using a c

parameter of 0.5. With regard to the boxplots per non-critical node in rela-

tion to the recovery cost, what should be noted is the proportionality of the

recovery cost to the number of days required for recovery function. In this

case, a clear distinction can be seen based on 1,2, . . . recovery days respec-

tively. Again, all parameters are customisable and can also be calibrated on
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the basis of the resilience of the company in question.

Figure 4.6: Case Study 1 - Boxplot of recovery cost if node not critical

A single cost/recovery function was chosen for critical infrastructures.

When a critical node is infected, the algorithm extracts from a truncated

log-normal the cost of the damage in the form of damage to third parties,

material damage, etc., also including the recovery cost to return the critical

infrastructure to full functionality. This distribution was chosen because

there are usually maximum limits in the insurance contract for this type

of damage and there is in any case an important tail of the distribution.

In fact, it can be seen from Figure 4.7 that in the two boxplots of critical

infrastructures, there is an average of around EUR 50k (as set by the input),

but there are also some very extreme values (around the maximum limit

chosen by the policy (EUR 500k).

The long tail chosen for critical infrastructure and the support of the

distribution chosen has a strong influence on the final distribution of the

aggregate cost of claims. In fact, as can be seen from Figure 4.9, most of

the time there is a limited monetary amount of claims, even when many

nodes are infected, because these are "common" nodes and may not give
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Figure 4.7: Case Study 1 - Boxplot of loss cost if node critical

rise to particularly important damage. It only takes a few critical physi-

cal infrastructures (2 out of 77 i.e. 2.6% of nodes) to have a potential loss

of up to half a million. In the two pictures, in fact, one can see the same

graph divided into the case where the total cost is less than EUR 50k and

the case where that amount is greater. It should also be noted that trun-

cated log-normal limits the insurer’s losses only from the perspective of the

individual claim. If, however, a node is infected several times or more than

one critical infrastructure is infected during the contract term, it is possible

to have an aggregate loss cost even greater than the single loss limit. In in-

surance practice, maximum limits are usually introduced for the aggregate

cost of claims during the policy period, or ad hoc reinsurance contracts are

entered into to limit possible exposures.

Since the total cost of claims is given by both infections of common

nodes and infections of critical nodes, it is of interest to the insurer to

identify what kind of distribution is obtained by mixing the source dis-

tributions. The distribution can be investigated using the plotdist func-

tion in the R package fitdistrplus. This function allows two empirical
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Figure 4.8: Case Study 1 - Some summary graphs
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Figure 4.9: Case Study 1 - Total cost histogram

plots to be obtained. Figure 4.10 shows the result of the function applied

to the simulation results of the network from Case Study 1. On the left is

the histogram of the empirial density, on the right is the empirical cumu-

lative distribution function (CDF). In addition, descriptive statistics such

as skewness and kurtosis can be investigated. This helps to understand

the symmetry/asymmetry of the distribution and the influence of the tail,

which is also very important for capital requirement purposes for the in-

surer and for measuring risk more generally. From the statistics literature,

however, it is known that skewness and kurtosis are not robust statistics. It

is therefore necessary to use other techniques (such as bootstrapping) to try

to relate the simulation results to a known distribution. Figure 4.11 shows

the Cullen and Frey (1999) method applied to the total claims cost distri-

bution. In this figure, the (non-parametric) bootstrapping methodology is

used to try to bring the skewness and kurtosis of the simulated distribution

back to known values.

Interpreting the resulting graph, one can see that, for the insurer, it

is possible to estimate the total aggregate distribution using a Beta dis-
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Figure 4.10: Case Study 1 - Empirical density and cumulative distribution

of Total cost

tribution or even a Gamma distribution. Once the distribution has been

identified, in order to calculate the insurance premium, it is necessary to

calculate the expected value of the distribution and its standard deviation.

Alternatively, the 60−70th percentile of the distribution can be calculated.

In Case Study 1, the following results were obtained:

E[X̃] = 7,225.38 (4.1)

E[X̃ |critical] = 48,906.96 (4.2)

σ (X̃) = 10,070.99 (4.3)

median(X̃) = 5,256.39 (4.4)

p70%(X̃) = 5,655.07 (4.5)

p99.5%(X̃) = 61,705.06 (4.6)

As can be seen from the results, the average aggregate cost of claims was

EUR 7,225.38, driven by critical infrastructure claims. As can be seen from
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Figure 4.11: Case Study 1 - Cullen and Frey Plot of Total cost

the percentile values, a much larger than average amount is needed to cover

expected losses in 99.5% of cases. The insurer can calculate the premium

as a function of the risk premium E[X̃] and statistics such as standard de-

viation σ (X̃) or skewness γ(X̃). Alternatively, quantiles can be used. It is

necessary that in addition to the risk premium there is a remuneration for

the risk (safety loading), as explained in the previous chapter.

4.2 Case Study 2

In the second case study analysed in this dissertation, most of the layout of

Case Study 1 was kept unchanged, while modifying specific (topological)

characteristics of the network and infection dynamics.

G <- make_a_matrix(num_groups = 5,

size_group = 15,

p_within = 0.8,

p_between = 0.2,

num_criticals = 2,
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p_criticals = 0.1,

overlapping = TRUE,

intensity_overlapping = 0.6,

overlapping_quota = 0.1)

Figure 4.12: Case Study 2 - Network Plot

Topologically, the number of groups was increased while keeping the

total number of nodes unchanged, from 3 to 5 groups. In addition, the com-

munication/connection probability between distinct groups was increased

and finally, overlapping between groups was also introduced. As can be

seen from Figure 4.12, the groups can still be distinguished by a different

colour and the two critical infrastructures with an ID of 76 and 77 respec-

tively can be clearly distinguished.

The logic behind this choice of network is that as the number of con-

nections increases, the infection dynamics should tend towards a higher

number of infections and thus at least a higher risk premium.

The rationale for the choice of β, ε and δ parameters has remained

largely unchanged since Case Study 1. The only difference is in the thresh-

101



Chapter 4. Two case studies

Figure 4.13: Case Study 2 - Betas boxplot

olds for beta. The new estimated betas are to vary between 0.04 and 0.02

and no longer between 0.03 and 0.01. As a result, the sigmoidal trans-

formation expects betas such that the times to infection decrease. Conse-

quently, all other things being equal, one expects an increase in the number

of infections. In Figure 4.13 one can in fact see how the boxplots obtained

from the matrix of betas reflect the desired characteristics.

Furthermore, you can see from Figure 4.14 how the times to infection

were reduced in this Case Study 2. The mean of the distribution with

the beta parameter (for non-critical and critical nodes) has been shifted

substantially to the left. The algorithm used minimises the times to in-

fection/recovery at each time instant, and consequently this leads to an

advantage for infections. It should be noted, however, that varying the

other parameters does not necessarily mean that this is the predominant

behaviour, even if the beta value is increased. Indeed, one must consider

the contribution of self-infection and the recovery process, which together

can offset infections between nodes.

The Figure 4.15 summarises what has been said so far about the differ-
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Figure 4.14: Case Study 2 - Beta, delta and epsilon distributions

103



Chapter 4. Two case studies

Figure 4.15: Average number of infections in Case Study 1 and 2

ences between CS1 and CS2. As can clearly be seen, CS2 leads to a higher

average number of infections than CS1. It should be noted that this is not

the case for critical nodes, as the number of connections between critical

and non-critical nodes has remained unchanged. This is clearly a positive

aspect as it means that, if well protected, critical infrastructures can be very

resilient to cyber attacks.

As can also be seen from the equations, the risk premium in this case in-

creases significantly (+17.40%). The same trend is also seen for the median

and the 70th percentile of the distribution. The standard deviation, on the

other hand, is smaller than in Case Study 1, probably due to the different

(more homogeneous) topology of the network. A more connected network

suggests less variability between nodes and thus less standard deviation,

given the cost functions chosen for this analysis.
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E[X̃] = 8,483.05 (4.7)

E[X̃ |critical] = 42,907.09 (4.8)

σ (X̃) = 9,577.77 (4.9)

median(X̃) = 7522.68 (4.10)

p70%(X̃) = 8,375.36 (4.11)

p99.5%(X̃) = 55,051.51 (4.12)

As a final observation, it is worth mentioning that 20,000 simulations

were carried out in both case studies, in order to try to capture as much of

the tail behaviour of the distribution as possible (thus also considering the

infections of critical nodes).
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Conclusion

The purpose of this dissertation was to demonstrate that a cyber policy

pricing mechanism for a small/medium-sized enterprise using a "micro"

point of view is possible. This was demonstrated by simulating the net-

work of interconnections between distinct nodes (devices) within the com-

pany and, using an epidemiological model, replicating infectious dynamics

typical of hacker attacks e.g. phishing.

The positive aspects of this model are many and not trivial. By using

a micro approach, it is possible to customise and tailor it to the individual

company, shaping it to the needs of the insured and the insurer, setting

ad-hoc (coverage) limits, and making it possible to study the dynamics and

behaviour of the infection with an astonishing level of detail and granular-

ity of information.

By using an epidemiological model of the HG − SIS type, it was also

possible to make use of a weighted network and thus to take into account

the intensity of communication between different nodes. Furthermore, by

introducing critical infrastructures, it was possible to have a qualitative

distinction between nodes, since it is well known, even from a non-expert

point of view, that it is difficult to put nodes into a single category. Nothing

forbids extending the distinctions between nodes and generalising them

into a set of distinct groups e.g. common nodes, managerial nodes, critical

infrastructures, etc. By distinguishing node types, it was possible to intro-

duce distinct distributions and cost functions, as well as distinctly different

time-to-infection distributions for node types.

Furthermore, by introducing a function to generate networks with de-

sired characteristics, it is possible to get an idea of what the final reward
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might be and to be able to make sensitivities. Ideally, it would be necessary

to have a dataset of the company’s internal communications (e.g. over the

past year) and to reproduce the weighted graph, taking care also to con-

sider the frequency of communications outside the graph. In reality, this

information may not be available, at least not completely, and a function

such as the one presented here makes it possible to get as close as possible

to the "real" situation. It must also be kept in mind that, as this is not an

easy and relatively risky business, the insurer may still want a more con-

servative approach, both in the amount of network connections and in the

choice and calibration of the other necessary parameters.

The proposed approach also allows for extreme customisation in the

choice of distributions. Some have been proposed such as the Weibull,

Beta, truncated log normal, etc., but it goes without saying that they can

be easily modified and calibrated to the individual entity to be insured and

the characteristics of the policy. The biggest challenge is certainly the cali-

bration of parameters such as those related to the distributions of times to

infections. As for the recovery ones, they are somewhat simpler as they are

highly dependent on the resilience of the company’s IT department. Other

parameters, such as those for times to infection and self-infection can be

provided by expert-judgement or extrapolated from datasets and/or some

real-time monitoring. It goes without saying that, using such an innovative

approach, a conservative choice of these would be unavoidable.

In the event that it were necessary to use the proposed method with

a large network (e.g. thousands of nodes), in that case some sort of clus-

tering and ’trimming’ of irrelevant nodes e.g. below a certain number of

communications during the contractual term would be imperative.

There would certainly be an advantage from a computational and pa-

rameter calibration point of view.

The main challenges of this type of policy, however, remain rapid changes

in the environment and types of attack that can disrupt the policyholder’s

and insurer’s expectations. In this perspective, much remains to be done

by cyber-resilience and regulators. What is certain is the absolute need for

reliable data and information on these types of claims.

The motto that inspired the entire dissertation is the following:
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Per ogni questione impiegare sempre lo strumento minimo che

essa esige, minimo che è quasi sempre il massimo che essa com-

porta volendone trattare sul serio.

(For every issue, always employ the minimum instrument that

it demands, a minimum that is almost always the maximum

that it entails if you want to deal with it seriously).

B. de Finetti
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